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Static AnalysisStatic Program Analysis

A general method for
automatic and sound approximation of

sw run-time behaviors
before the execution

“before”: statically, without running sw

“automatic”: sw analyzes sw

“sound”: all possibilities into account

“approximation”: cannot be exact

“general”: for any source language and property
I C, C++, C#, F#, Java, JavaScript, ML, Scala, Python, JVM, Dalvik,

x86, Excel, etc
I “bu↵er-overrun?”, “memory leak?”, “type errors?”, “x = y at line 2?”,

“memory use  2K?”, etc
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Abstract Interpretation

• A powerful framework for designing correct static analysis

• “framework” : correct static analysis comes out, reusable

• “powerful” : all static analyses are understood in this framework

• “simple” : prescription is simple

• “eye-opening” : any static analysis is an abstract interpretation



Why Abstraction?

• Without abstraction, 

• can’t capture all possible executions

• can’t terminate

• Abstraction ≠ omission

• reality: {2, 4, 6, 8, … }

• “even number” (abstraction) vs “multiple of 4” (omission)
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Examples

• Does the program have memory errors? (such as 
buffer overrun or memory leaks)!

• Does the program always terminate?

5

Impossible

Alan Turing



Example

• Q: What are the possible output values?

• Concrete interpretation: 2,4, … infinitely many possible values

• Abstract interpretation 1: “integers” (coarse)

• Abstract interpretation 2: “positive integers” (precise)

• Abstract interpretation 3: “positive even integers” (more precise)

 x = 3; 
 while (*) {  
   x += 2;  
 }  
 x -= 1;  
 print(x); 



Abstraction
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Abstract Interpretation
The static analysis game

*0

*a++ = MAX++
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An Intuitive Explanation 
of Abstract Interpretation



Example Language
Static Analysis: a Gentle Introduction

Example Language

p ::= init(R) initialization, with a state in R
| translation(u, v) translation by vector (u, v)
| rotation(u, v, ✓) rotation by center (u, v) and angle ✓
| p ; p sequence of operations
| {p}or{p} non-deterministic choice
| iter{p} non-deterministic iterations
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Initialization with a point that is non-deterministically 
chosen in a fixed region (e.g., [0,1] x [0,1] square)

All programs start with an initialization statement.



Semantics
Static Analysis: a Gentle Introduction

Example (Semantics)

init([0, 1]⇥ [0, 1]);
translation(1, 0);
iter{

{
translation(1, 0)

}or{
rotation(0, 0, 90�)

}
}

x

y

x

y

x

y
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Analysis Goal Is Safety Property: 
Reachability

Analyze the set of reachable points, to check if the set 
intersects with a hypothetical error zone:

Static Analysis: a Gentle Introduction

Analysis Goal Is Safety Property: Reachability

Analyze the set of reachable points, to check if the set intersects with a
no-fly zone. Suppose that the no-fly zone is:

x

y
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D = {(x, y) | x < 0}

Error!



Correct / Incorrect Executions

Static Analysis: a Gentle Introduction

Correct or Incorrect Executions

x

y

(a) An incorrect execution

x

y

(b) Correct executions
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• Our goal:  prove 
<latexit sha1_base64="R7IvKF/zjlQCH3w5dTrFGSYsFSc=">AAAB+XicbVDLSgMxFL1TX7W+Rl26CRbBVZkRUZdFXbisYB/QGUomvW1DM5khyRTK0D9x40IRt/6JO//G9LHQ1gOBwzn3ck9OlAqujed9O4W19Y3NreJ2aWd3b//APTxq6CRTDOssEYlqRVSj4BLrhhuBrVQhjSOBzWh4N/WbI1SaJ/LJjFMMY9qXvMcZNVbquG4gsU+CmJoBoyK/n3TcslfxZiCrxF+QMixQ67hfQTdhWYzSMEG1bvteasKcKsOZwEkpyDSmlA1pH9uWShqjDvNZ8gk5s0qX9BJlnzRkpv7eyGms9TiO7OQ0ol72puJ/XjszvZsw5zLNDEo2P9TLBDEJmdZAulwhM2JsCWWK26yEDaiizNiySrYEf/nLq6RxUfGvKv7jZbl6u6ijCCdwCufgwzVU4QFqUAcGI3iGV3hzcufFeXc+5qMFZ7FzDH/gfP4AVmaTeQ==</latexit>¬D

Error!



An Example Safe Program
Static Analysis: a Gentle Introduction

An Example Safe Program

Example

init([0, 1]⇥ [0, 1]);
iter{

{
translation(1, 0)

}or{
translation(0.5, 0.5)

}
}

x

y
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An Example Safe Program

Example

init([0, 1]⇥ [0, 1]);
iter{

{
translation(1, 0)

}or{
translation(0.5, 0.5)

}
}
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Error!
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• How can we check  for any given program? 

• Enumeration of all executions does not work! 

• The set of possible initial states is infinite.

• The length of executions may be infinite. 

• The set of possible series of non-deterministic choices 
is infinite.
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How to Finitely Over-Approximate the Set 
of Reachable Points?

Static Analysis: a Gentle Introduction

How to Finitely Over-Approximate the Set of Reachable
Points?

Definition (Abstraction)

We call abstraction a set A of logical properties of program states, which
are called abstract properties or abstract elements. A set of abstract
properties is called an abstract domain.

Definition (Concretization)

Given an abstract element a of A, we call concretization the set of program
states that satisfy it. We denote it by �(a).
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Abstraction Example 1: Sign Abstraction
Static Analysis: a Gentle Introduction

Abstraction Example 1: Signs Abstraction

x

y

(c) Concretization of [x  0, y � 0]

x

y

(d) Concretization of [x � 0]

Figure: Signs abstraction
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Abstraction Example 2: Interval AbstractionStatic Analysis: a Gentle Introduction

Abstraction Example 2: Interval Abstraction

The abstract elements: conjunctions of non-relational inequality
constraints: c1  x  c2, c01  y  c02

x

y

(a) Concretization of

[1  x  3, 1  y  2]

x

y

(b) Concretization of

[1  x  2]

x

y

(c) Concretization of

[1  x, 1  y]

Figure: Intervals abstraction
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x

y

(a) A concrete set

x

y

(b) Abstractions

x

y

(c) Best abstraction

Figure 2.7
Best abstraction

tervals abstract domain that over-approximates our initial set. For instance, let us consider

the set of program states defined by the disc shown in Figure 2.7(a). Then any box that en-

closes the disc is a valid over-approximation of this set: indeed, any such box describes all

the points in the disc (and more), so it provides a conservative approximation of the disc.

However, there exist many such enclosing boxes. Yet, some of these abstractions are more

desirable than others. As we mentioned earlier, the goal of abstraction is to account for

the concrete set of points using a simple description, at the cost of adding some additional

points that are not in the concrete set. Adding fewer points that are not in the concrete set

is better since it means the abstraction characterizes the set of points in a less ambiguous

and more informative way. In the case of the intervals abstract domain, we can actually

solve this problem in an elegant manner; indeed, the smallest rectangle that encloses any

non-empty set of points is well-defined, using the greatest lower bounds and least upper

bounds over both coordinates (the case of the empty set of points is trivial, as the empty

rectangle is also an element of the abstract domain). In particular, Figure 2.7(c) shows the

best approximation of the disc.

More generally, the best abstraction (?) is defined as a function that interprets any set of

concrete points into an optimal abstract element:

Definition 2.4 (Best abstraction) We say that a is the best abstraction of the concrete set S if and
only if S ⌃ ⇥(a) and for any a� that is an abstraction of S (i.e., S ⌃ ⇥(a�)): then a� is a coarser
abstraction than a. If S has a best abstraction, then the best abstraction is unique. When it is defined,
we let � denote the function that maps any concrete set of states into the best abstraction of that set
of states.

As observed above, the intervals abstract domain has a best abstraction function. While

computing a precise abstraction (if possible the best abstraction) is preferable in general,

we will often encounter useful analyses that cannot compute the best abstraction, or such

that the best abstraction cannot even be defined in the sense of Definition 2.4. The im-



Best Abstraction

• We say  is the best abstraction of the concrete set  iff 

•  , and 

• for any  such that ,  is a coarser 
abstraction than .
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Static Analysis: a Gentle Introduction

Abstraction Example 3: Convex Polyhedra Abstraction

The abstract elements: conjunctions of linear inequality constraints:
c1x+ c2y  c3

x

y

(a) Concretization of

a0

x

y

(b) Concretization of

a1

x

y

(c) Concretization of

a2

Figure: Convex polyhedra abstraction
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Abstraction Example 3: Convex Polyhedra 
Abstraction
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Best Abstraction is Not Always Obtainable

• Computing the best abstraction is expensive in general, or 
sometimes even impossible.

• In case of the diameter, there is no  
best abstraction since it requires  
infinitely many linear inequalities.

• Thus in practice, we often use abstractions as precise as 
possible but may not be the best.
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(a) A concrete set
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(b) Abstractions

x

y

(c) Best abstraction

Figure 2.7
Best abstraction

tervals abstract domain that over-approximates our initial set. For instance, let us consider

the set of program states defined by the disc shown in Figure 2.7(a). Then any box that en-

closes the disc is a valid over-approximation of this set: indeed, any such box describes all

the points in the disc (and more), so it provides a conservative approximation of the disc.

However, there exist many such enclosing boxes. Yet, some of these abstractions are more

desirable than others. As we mentioned earlier, the goal of abstraction is to account for

the concrete set of points using a simple description, at the cost of adding some additional

points that are not in the concrete set. Adding fewer points that are not in the concrete set

is better since it means the abstraction characterizes the set of points in a less ambiguous

and more informative way. In the case of the intervals abstract domain, we can actually

solve this problem in an elegant manner; indeed, the smallest rectangle that encloses any

non-empty set of points is well-defined, using the greatest lower bounds and least upper

bounds over both coordinates (the case of the empty set of points is trivial, as the empty

rectangle is also an element of the abstract domain). In particular, Figure 2.7(c) shows the

best approximation of the disc.

More generally, the best abstraction (?) is defined as a function that interprets any set of

concrete points into an optimal abstract element:

Definition 2.4 (Best abstraction) We say that a is the best abstraction of the concrete set S if and
only if S ⌃ ⇥(a) and for any a� that is an abstraction of S (i.e., S ⌃ ⇥(a�)): then a� is a coarser
abstraction than a. If S has a best abstraction, then the best abstraction is unique. When it is defined,
we let � denote the function that maps any concrete set of states into the best abstraction of that set
of states.

As observed above, the intervals abstract domain has a best abstraction function. While

computing a precise abstraction (if possible the best abstraction) is preferable in general,

we will often encounter useful analyses that cannot compute the best abstraction, or such

that the best abstraction cannot even be defined in the sense of Definition 2.4. The im-

. . .



Reachable States of the Example Program

Static Analysis: a Gentle Introduction

An Example Program, Again

Example

init([0, 1]⇥ [0, 1]);
iter{

{
translation(1, 0)

}or{
translation(0.5, 0.5)

}
}

x

y

Figure: Reachable states
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Abstractions of the Semantics of the Example Program
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(a) Reachable states
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(b) Intervals abstraction
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(c) Convex polyhedra ab-

straction

Figure: Program’s reachable states and abstraction
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Abstract Semantics Computation
Static Analysis: a Gentle Introduction

Abstract Semantics Computation

Recall the example language

p ::= init(R) initialization, with a state in R
| translation(u, v) translation by vector (u, v)
| rotation(u, v, ✓) rotation defined by center (u, v) and angle ✓
| p ; p sequence of operations
| {p}or{p} non-deterministic choice
| iter{p} non-deterministic iterations

Approach
A sound analysis for a program is constructed by computing sound abstract
semantics of the program’s components.
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Sound Analysis Function for the Example 
Language

Static Analysis: a Gentle Introduction

Sound Analysis Function for the Example Language

Input: a program p and an abstract area a (pre-state)
Output: an abstract area a0 (post-state)

Definition (sound analysis)
An analysis is sound if and only if it captures the real execuctions of

the input program.

If an execution of p moves a point (x, y) to point (x0, y0),
then for all abstract element a such that (x, y) 2 �(a),

(x0, y0) 2 �(analysis(p, a))
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Sound Analysis Function as a Diagram

If

apre

(x, y) (x0, y0)
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st
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ct
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n

run p

then

apre

(x, y) (x0, y0)

apost = analysis(p, apre)

ab
st

ra
ct
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n

run p
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ct

io
n

analyze p

Figure: Sound analysis of a program p
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Abstract Semantics Computation: init(R)

Select, if any, the best abstraction of the region R.
For the example program with the intervals or convex polyhedra
abstract domains, analysis of init([0, 1]⇥ [0, 1]) is

x

y

analysis(init(R), a) = best abstraction of the region R
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Abstract Semantics Computation: translation(u, v)

x

y

(a) Concrete seman-

tics

x

y

apre

apost

(b) Intervals

x

y

apre

apost

(c) Convex polyhedra

analysis(translation(u, v), a) =
⇢

return an abstract state that contains
the translation of a
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Abstract Semantics Computation: 
rotation(u, v, θ)
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Abstract Semantics Computation: rotation(u, v, ✓)

x

y

(d) Concrete seman-

tics

x

y

apre

apost

(e) Intervals

x

y

apre

apost

(f) Convex polyhedra

analysis(rotation(u, v, ✓), a) =
⇢

return an abstract state that contains
the rotation of a
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Abstract Semantics Computation: p0 ; p1

Static Analysis: a Gentle Introduction

Abstract Semantics Computation: p0 ; p1

analysis(p0; p1, a) = analysis(p1, analysis(p0, a))
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Abstract Semantics Computation: {p}or{p}

x

y

(g) Concrete seman-

tics

apre

apost

x

y

(h) Intervals

apre

apost

x

y

(i) Convex polyhedra

analysis({p0}or{p1}, a) = union(analysis(p1, a), analysis(p0, a))
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Note that the abstract post-condition that is produced as the analysis result only describes

the final states of the terminating program executions. This result means that “if a concrete

execution terminates, then this abstract post-condition holds.” The result does not mean

that “the iteration will terminate with this abstract post-condition.” This is due to the fact

that the halting problem cannot be computed exactly in finite time.

In the following, we consider the following program p that consists of a loop with body

b:

p ::=

⇥
⇧⇧⌅

⇧⇧⇤

{
b

}

We can discriminate the executions of p depending on the number of iterations of the loop;

indeed, an execution of program p executes b either zero time, or one time, or two times,

or three times, and so on. Thus, p is conceptually equivalent to the following (infinite)

program:

{}
{b}
{b;b}
{b;b;b}
{b;b;b;b}

.

.

.

This program fully eliminates the loop and resorts only to the construct which can be

analyzed as observed in Section 2.3.3, though it obviously cannot be completely written

since it would be infinite. However, if we focus on the executions that spend at most k
iterations in the loop, we can easily write a program without a loop that has exactly the

same behaviors. For all integer k, we let bk denote the program that iterates b k times (b0

is {}, b1 is b, b2 is b;b...). Moreover, we write pk for {b0} {b1} . . . {bk�1} {bk}.

In short:

program p
0

is {}
program p

1
is {} {b}

program p
2

is {} {b} {b;b}
program p

3
is {} {b} {b;b} {b;b;b}
.
.
.

Then we observe the following equivalence, which relates these programs all together:

pk+1
is equivalent to pk {pk;b}

MITPress Times.cls LATEX Times A Priori Book Style Typeset with PDFLaTeX Size: 7x9 February 27, 2019 2:23pm

38 Chapter 2 A Gentle Introduction to Static Analysis

Note that the abstract post-condition that is produced as the analysis result only describes

the final states of the terminating program executions. This result means that “if a concrete

execution terminates, then this abstract post-condition holds.” The result does not mean

that “the iteration will terminate with this abstract post-condition.” This is due to the fact

that the halting problem cannot be computed exactly in finite time.

In the following, we consider the following program p that consists of a loop with body

b:

p ::=

⇥
⇧⇧⌅

⇧⇧⇤

{
b

}

We can discriminate the executions of p depending on the number of iterations of the loop;

indeed, an execution of program p executes b either zero time, or one time, or two times,

or three times, and so on. Thus, p is conceptually equivalent to the following (infinite)

program:

{}
{b}
{b;b}
{b;b;b}
{b;b;b;b}

.

.

.

This program fully eliminates the loop and resorts only to the construct which can be
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iterations in the loop, we can easily write a program without a loop that has exactly the

same behaviors. For all integer k, we let bk denote the program that iterates b k times (b0

is {}, b1 is b, b2 is b;b...). Moreover, we write pk for {b0} {b1} . . . {bk�1} {bk}.
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0

is {}
program p

1
is {} {b}

program p
2

is {} {b} {b;b}
program p

3
is {} {b} {b;b} {b;b;b}
.
.
.

Then we observe the following equivalence, which relates these programs all together:

pk+1
is equivalent to pk {pk;b}

≡
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Indeed, an execution of pk+1
either executes the loop at most k times (hence, it is an

execution of pk), or it runs it k + 1 times exactly (and then it is an execution of pk;b).

Conversely, one can can show that an execution of pk {pk;b} is also an exexcution of

pk+1
.

Therefore, the analysis of this sequence of programs can be computed recursively as

follows:

analysis(pk+1
,a) = union(analysis(pk,a),analysis(b,analysis(pk,a)))

This approach corresponds to the analysis algorithm that inputs an abstract pre-condition

a, stores it into a variable R and iterates the operation:

R union(R,analysis(b,R))

Moreover, as shown above any execution of p can be characterized by the number of times

it iterates over the loop. Thus, any execution is ultimately covered by repeating this itera-

tive abstract computation.

The following example illustrates this approach:

Example 2.12 (Abstract iteration) We consider the program below, which starts at a point located
in a triangle and iterates a basic geometric translation a non-deterministically chosen number of
times:

({(x,y) | 0⌥ y⌥ 2x and x⌥ 0.5});
{

(1,0.5)

}
We assume that the analysis uses the convex polyhedra abstract domain. Then the set of states
observed after initialization and before the statement is shown in Figure 2.15(b). We show in
Figure 2.15(c), Figure 2.15(d) and Figure 2.15(e) the first three iterations of the analysis algorithm
that was sketched above. The imprecision is inherent in the computation of over-approximations (in
gray) of abstract elements as in the previous examples.

While this process does not terminate, we note that repeating it forever would yield the result
shown in Figure 2.15(f), which also provides a sound approximation of all the possible output states
of the program.

The iterative algorithm demonstrated in Example 2.12 will actually always terminate if

using the signs abstract domain. Indeed, this abstract domain has a finite number of abstract

elements and when the iterative algorithm computes R union(R,analysis(b,R)), the

value of R will converge after finitely many steps: whenever it updates R, the new value

is either the same as the previous one (and then so will be all the other subsequent values

since they are computed using the same formula), or the new value denotes a strictly less

precise property. Since the number of abstract properties is finite, the latter case will occur

at most finitely many times. Therefore, at some point, the value of R stabilizes, and then

Therefore,



Abstract Semantics Computation: iter{p}

MITPress Times.cls LATEX Times A Priori Book Style Typeset with PDFLaTeX Size: 7x9 February 27, 2019 2:23pm

2.3 A Computable Abstract Semantics: Compositional Style 41

analysis is to exhibit such a measure. Very often, non-termination is due to some loop

indexes not being incremented properly, preventing such a decreasing measure to exist.

Intuitively, this is the issue the iterative analysis algorithm we sketched above suffers from,

as shown in Example 2.12.

Another interesting observation is that abstract elements are made of finite sets of con-

straints. Therefore, another way to over-approximate abstract elements that arise in the

abstract iteration would consist in forcing this number of constraints to decrease (possibly

down to zero) until it stabilizes, hereby recovering termination.

Given the current constraint a0, suppose that analyzing one more iteration generates a1.

To have an approximate constraint that subsumes both, we can let the analysis:

• keep all constraints of a0 that are also satisfied in a1;

• discard all constraints of a0 that are not satisfied in a1 (hence to subsume a1).

Applying this method to abstract iterates will produce a sequence of abstract elements with

a positive, decreasing number of constraints until the sequence stabilizes. This method is

an instance of a general technique called widening, which enforces the convergence of

abstract iterates. We denote this operator by widen:

operator widen

�
over-approximates unions

enforces convergence

Stabilization holds when the concretization of the next iterate is included into that of

the previous one. For all the abstract domains considered in this chapter, this inclusion

can be decided in the abstract level simply by checking geometric inclusion. We thus let

inclusion denote a function that inputs two abstract elements a0,a1 and returns true only

when it can prove that ⇥(a0)⌃ ⇥(a1).

operator inclusion returns true only when it succeeds checking inclusion

As a conclusion, the following algorithm computes an abstract post-condition for the

loop construction:

analysis( {p},a) =

⇥
⇧⇧⇧⇧⇧⇧⇧⇧⇧⌅

⇧⇧⇧⇧⇧⇧⇧⇧⇧⇤

R a;

repeat

T R;

R widen(R,analysis(p,R));

until inclusion(R,T)

return T;

This iteration technique will produce a sound result since it over-approximates the abstract

elements produced by the sequence of iterates without widening, and its limit (reached
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R union(R, analysis(p, R))
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as shown in Example 2.12.

Another interesting observation is that abstract elements are made of finite sets of con-

straints. Therefore, another way to over-approximate abstract elements that arise in the

abstract iteration would consist in forcing this number of constraints to decrease (possibly

down to zero) until it stabilizes, hereby recovering termination.

Given the current constraint a0, suppose that analyzing one more iteration generates a1.

To have an approximate constraint that subsumes both, we can let the analysis:

• keep all constraints of a0 that are also satisfied in a1;

• discard all constraints of a0 that are not satisfied in a1 (hence to subsume a1).

Applying this method to abstract iterates will produce a sequence of abstract elements with

a positive, decreasing number of constraints until the sequence stabilizes. This method is

an instance of a general technique called widening, which enforces the convergence of

abstract iterates. We denote this operator by widen:

operator widen

�
over-approximates unions

enforces convergence

Stabilization holds when the concretization of the next iterate is included into that of

the previous one. For all the abstract domains considered in this chapter, this inclusion

can be decided in the abstract level simply by checking geometric inclusion. We thus let

inclusion denote a function that inputs two abstract elements a0,a1 and returns true only

when it can prove that ⇥(a0)⌃ ⇥(a1).

operator inclusion returns true only when it succeeds checking inclusion

As a conclusion, the following algorithm computes an abstract post-condition for the

loop construction:

analysis( {p},a) =

⇥
⇧⇧⇧⇧⇧⇧⇧⇧⇧⌅

⇧⇧⇧⇧⇧⇧⇧⇧⇧⇤

R a;

repeat

T R;

R widen(R,analysis(p,R));

until inclusion(R,T)

return T;

This iteration technique will produce a sound result since it over-approximates the abstract

elements produced by the sequence of iterates without widening, and its limit (reached
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Indeed, an execution of pk+1
either executes the loop at most k times (hence, it is an

execution of pk), or it runs it k + 1 times exactly (and then it is an execution of pk;b).

Conversely, one can can show that an execution of pk {pk;b} is also an exexcution of

pk+1
.

Therefore, the analysis of this sequence of programs can be computed recursively as

follows:

analysis(pk+1
,a) = union(analysis(pk,a),analysis(b,analysis(pk,a)))

This approach corresponds to the analysis algorithm that inputs an abstract pre-condition

a, stores it into a variable R and iterates the operation:

R union(R,analysis(b,R))

Moreover, as shown above any execution of p can be characterized by the number of times

it iterates over the loop. Thus, any execution is ultimately covered by repeating this itera-

tive abstract computation.

The following example illustrates this approach:

Example 2.12 (Abstract iteration) We consider the program below, which starts at a point located
in a triangle and iterates a basic geometric translation a non-deterministically chosen number of
times:

({(x,y) | 0⌥ y⌥ 2x and x⌥ 0.5});
{

(1,0.5)

}
We assume that the analysis uses the convex polyhedra abstract domain. Then the set of states
observed after initialization and before the statement is shown in Figure 2.15(b). We show in
Figure 2.15(c), Figure 2.15(d) and Figure 2.15(e) the first three iterations of the analysis algorithm
that was sketched above. The imprecision is inherent in the computation of over-approximations (in
gray) of abstract elements as in the previous examples.

While this process does not terminate, we note that repeating it forever would yield the result
shown in Figure 2.15(f), which also provides a sound approximation of all the possible output states
of the program.

The iterative algorithm demonstrated in Example 2.12 will actually always terminate if

using the signs abstract domain. Indeed, this abstract domain has a finite number of abstract

elements and when the iterative algorithm computes R union(R,analysis(b,R)), the

value of R will converge after finitely many steps: whenever it updates R, the new value

is either the same as the previous one (and then so will be all the other subsequent values

since they are computed using the same formula), or the new value denotes a strictly less

precise property. Since the number of abstract properties is finite, the latter case will occur

at most finitely many times. Therefore, at some point, the value of R stabilizes, and then
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Abstract iteration

this value over-approximates the behaviors observed after any number of iterations. As a

consequence, the termination of signs analysis is guaranteed.

However, we have not solved the issue of termination in the general case yet. The iter-

ation technique used in Example 2.12 will obviously not allow for a terminating analysis

with the convex polyhedra abstraction or with the interval abstraction.

To ensure termination of the analysis, we need to enforce the convergence of abstract

iterates, possibly at the price of a coarser result. Note that a common way to prove that

an algorithm terminates involves finding a strictly positive value that decreases strictly

over time toward a finitely reachable basis. Thus, a way to enforce the termination of the
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Signs abstraction

properties than others. Furthermore, some abstractions yield simpler computer representa-

tions and less costly algorithms than others. In the following paragraphs, we will present

a few other examples of abstractions, which also have a simple and intuitive graphical

representation.

Signs abstraction. The abstraction of Example 2.4 treats x and y differently and is very

specific to the property D defined in Section 2.1. It would not work if we wanted a static

analysis to prove that y never becomes negative. Similarly, it would not apply if the prop-

erty to prove was that x does not become positive. However, this abstraction generalizes

into a more expressive one, which describes a set of states using two pieces of information:

the possible values of the sign of x and the possible values of the sign of y. For each vari-

able, this abstraction records whether it may be positive, negative, non-negative, etc. The

concretizations of a few abstract elements are shown in Figure 2.5:

• the left diagram shows the concretization of the abstract element that expresses the fact

that x is negative, and y is non-negative;

• the right diagram shows the concretization of the abstract element that expresses the

fact that x is positive and this abstract element carries no information about y.

We can observe that this signs abstract domain can express any property the previous do-

main could express, but it can also describe some properties that were beyond the reach of

the previous domain.

Intervals abstraction. In practice, abstractions based on signs are often too weak to cap-

ture strong program properties, but other more precise abstractions have been proposed.

Using inequalities and range constraints over variables is a very natural approach to

reason over numerical properties. Similarly, we can use range constraints over program

variables so as to more precisely describe what values they may take. This is the principle

of the intervals abstraction (?):
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this value over-approximates the behaviors observed after any number of iterations. As a

consequence, the termination of signs analysis is guaranteed.

However, we have not solved the issue of termination in the general case yet. The iter-

ation technique used in Example 2.12 will obviously not allow for a terminating analysis

with the convex polyhedra abstraction or with the interval abstraction.

To ensure termination of the analysis, we need to enforce the convergence of abstract

iterates, possibly at the price of a coarser result. Note that a common way to prove that

an algorithm terminates involves finding a strictly positive value that decreases strictly

over time toward a finitely reachable basis. Thus, a way to enforce the termination of the
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this value over-approximates the behaviors observed after any number of iterations. As a

consequence, the termination of signs analysis is guaranteed.

However, we have not solved the issue of termination in the general case yet. The iter-

ation technique used in Example 2.12 will obviously not allow for a terminating analysis

with the convex polyhedra abstraction or with the interval abstraction.

To ensure termination of the analysis, we need to enforce the convergence of abstract

iterates, possibly at the price of a coarser result. Note that a common way to prove that

an algorithm terminates involves finding a strictly positive value that decreases strictly

over time toward a finitely reachable basis. Thus, a way to enforce the termination of the
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properties than others. Furthermore, some abstractions yield simpler computer representa-

tions and less costly algorithms than others. In the following paragraphs, we will present

a few other examples of abstractions, which also have a simple and intuitive graphical

representation.

Signs abstraction. The abstraction of Example 2.4 treats x and y differently and is very

specific to the property D defined in Section 2.1. It would not work if we wanted a static

analysis to prove that y never becomes negative. Similarly, it would not apply if the prop-

erty to prove was that x does not become positive. However, this abstraction generalizes

into a more expressive one, which describes a set of states using two pieces of information:

the possible values of the sign of x and the possible values of the sign of y. For each vari-

able, this abstraction records whether it may be positive, negative, non-negative, etc. The

concretizations of a few abstract elements are shown in Figure 2.5:

• the left diagram shows the concretization of the abstract element that expresses the fact

that x is negative, and y is non-negative;

• the right diagram shows the concretization of the abstract element that expresses the

fact that x is positive and this abstract element carries no information about y.

We can observe that this signs abstract domain can express any property the previous do-

main could express, but it can also describe some properties that were beyond the reach of

the previous domain.

Intervals abstraction. In practice, abstractions based on signs are often too weak to cap-

ture strong program properties, but other more precise abstractions have been proposed.

Using inequalities and range constraints over variables is a very natural approach to

reason over numerical properties. Similarly, we can use range constraints over program

variables so as to more precisely describe what values they may take. This is the principle

of the intervals abstraction (?):

No change. Done!
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Indeed, an execution of pk+1
either executes the loop at most k times (hence, it is an

execution of pk), or it runs it k + 1 times exactly (and then it is an execution of pk;b).

Conversely, one can can show that an execution of pk {pk;b} is also an exexcution of

pk+1
.

Therefore, the analysis of this sequence of programs can be computed recursively as

follows:

analysis(pk+1
,a) = union(analysis(pk,a),analysis(b,analysis(pk,a)))

This approach corresponds to the analysis algorithm that inputs an abstract pre-condition

a, stores it into a variable R and iterates the operation:

R union(R,analysis(b,R))

Moreover, as shown above any execution of p can be characterized by the number of times

it iterates over the loop. Thus, any execution is ultimately covered by repeating this itera-

tive abstract computation.

The following example illustrates this approach:

Example 2.12 (Abstract iteration) We consider the program below, which starts at a point located
in a triangle and iterates a basic geometric translation a non-deterministically chosen number of
times:

({(x,y) | 0⌥ y⌥ 2x and x⌥ 0.5});
{

(1,0.5)

}
We assume that the analysis uses the convex polyhedra abstract domain. Then the set of states
observed after initialization and before the statement is shown in Figure 2.15(b). We show in
Figure 2.15(c), Figure 2.15(d) and Figure 2.15(e) the first three iterations of the analysis algorithm
that was sketched above. The imprecision is inherent in the computation of over-approximations (in
gray) of abstract elements as in the previous examples.

While this process does not terminate, we note that repeating it forever would yield the result
shown in Figure 2.15(f), which also provides a sound approximation of all the possible output states
of the program.

The iterative algorithm demonstrated in Example 2.12 will actually always terminate if

using the signs abstract domain. Indeed, this abstract domain has a finite number of abstract

elements and when the iterative algorithm computes R union(R,analysis(b,R)), the

value of R will converge after finitely many steps: whenever it updates R, the new value

is either the same as the previous one (and then so will be all the other subsequent values

since they are computed using the same formula), or the new value denotes a strictly less

precise property. Since the number of abstract properties is finite, the latter case will occur

at most finitely many times. Therefore, at some point, the value of R stabilizes, and then
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Abstract iteration

this value over-approximates the behaviors observed after any number of iterations. As a

consequence, the termination of signs analysis is guaranteed.

However, we have not solved the issue of termination in the general case yet. The iter-

ation technique used in Example 2.12 will obviously not allow for a terminating analysis

with the convex polyhedra abstraction or with the interval abstraction.

To ensure termination of the analysis, we need to enforce the convergence of abstract

iterates, possibly at the price of a coarser result. Note that a common way to prove that

an algorithm terminates involves finding a strictly positive value that decreases strictly

over time toward a finitely reachable basis. Thus, a way to enforce the termination of the
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However, we have not solved the issue of termination in the general case yet. The iter-

ation technique used in Example 2.12 will obviously not allow for a terminating analysis

with the convex polyhedra abstraction or with the interval abstraction.

To ensure termination of the analysis, we need to enforce the convergence of abstract

iterates, possibly at the price of a coarser result. Note that a common way to prove that
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ation technique used in Example 2.12 will obviously not allow for a terminating analysis

with the convex polyhedra abstraction or with the interval abstraction.
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an algorithm terminates involves finding a strictly positive value that decreases strictly

over time toward a finitely reachable basis. Thus, a way to enforce the termination of the

MITPress Times.cls LATEX Times A Priori Book Style Typeset with PDFLaTeX Size: 7x9 February 27, 2019 2:23pm

40 Chapter 2 A Gentle Introduction to Static Analysis

x

y

(a) Concrete semantics

x

y

(b) Analysis of p
0

(0 iteration)

x

y

(c) Analysis of p
1

(up to 1 iteration)

x

y

(d) Analysis of p
2

(up to 2 iterations)

x

y

(e) Analysis of p
3

(up to 3 iterations)

x

y

(f) Expected result

Figure 2.15
Abstract iteration

this value over-approximates the behaviors observed after any number of iterations. As a

consequence, the termination of signs analysis is guaranteed.

However, we have not solved the issue of termination in the general case yet. The iter-

ation technique used in Example 2.12 will obviously not allow for a terminating analysis

with the convex polyhedra abstraction or with the interval abstraction.

To ensure termination of the analysis, we need to enforce the convergence of abstract

iterates, possibly at the price of a coarser result. Note that a common way to prove that

an algorithm terminates involves finding a strictly positive value that decreases strictly
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this value over-approximates the behaviors observed after any number of iterations. As a

consequence, the termination of signs analysis is guaranteed.

However, we have not solved the issue of termination in the general case yet. The iter-

ation technique used in Example 2.12 will obviously not allow for a terminating analysis

with the convex polyhedra abstraction or with the interval abstraction.

To ensure termination of the analysis, we need to enforce the convergence of abstract

iterates, possibly at the price of a coarser result. Note that a common way to prove that

an algorithm terminates involves finding a strictly positive value that decreases strictly

over time toward a finitely reachable basis. Thus, a way to enforce the termination of the

. . .

Forever!
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Indeed, an execution of pk+1
either executes the loop at most k times (hence, it is an

execution of pk), or it runs it k + 1 times exactly (and then it is an execution of pk;b).

Conversely, one can can show that an execution of pk {pk;b} is also an exexcution of

pk+1
.

Therefore, the analysis of this sequence of programs can be computed recursively as

follows:

analysis(pk+1
,a) = union(analysis(pk,a),analysis(b,analysis(pk,a)))

This approach corresponds to the analysis algorithm that inputs an abstract pre-condition

a, stores it into a variable R and iterates the operation:

R union(R,analysis(b,R))

Moreover, as shown above any execution of p can be characterized by the number of times

it iterates over the loop. Thus, any execution is ultimately covered by repeating this itera-

tive abstract computation.

The following example illustrates this approach:

Example 2.12 (Abstract iteration) We consider the program below, which starts at a point located
in a triangle and iterates a basic geometric translation a non-deterministically chosen number of
times:

({(x,y) | 0⌥ y⌥ 2x and x⌥ 0.5});
{

(1,0.5)

}
We assume that the analysis uses the convex polyhedra abstract domain. Then the set of states
observed after initialization and before the statement is shown in Figure 2.15(b). We show in
Figure 2.15(c), Figure 2.15(d) and Figure 2.15(e) the first three iterations of the analysis algorithm
that was sketched above. The imprecision is inherent in the computation of over-approximations (in
gray) of abstract elements as in the previous examples.

While this process does not terminate, we note that repeating it forever would yield the result
shown in Figure 2.15(f), which also provides a sound approximation of all the possible output states
of the program.

The iterative algorithm demonstrated in Example 2.12 will actually always terminate if

using the signs abstract domain. Indeed, this abstract domain has a finite number of abstract

elements and when the iterative algorithm computes R union(R,analysis(b,R)), the

value of R will converge after finitely many steps: whenever it updates R, the new value

is either the same as the previous one (and then so will be all the other subsequent values

since they are computed using the same formula), or the new value denotes a strictly less

precise property. Since the number of abstract properties is finite, the latter case will occur

at most finitely many times. Therefore, at some point, the value of R stabilizes, and then
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this value over-approximates the behaviors observed after any number of iterations. As a

consequence, the termination of signs analysis is guaranteed.

However, we have not solved the issue of termination in the general case yet. The iter-

ation technique used in Example 2.12 will obviously not allow for a terminating analysis

with the convex polyhedra abstraction or with the interval abstraction.

To ensure termination of the analysis, we need to enforce the convergence of abstract

iterates, possibly at the price of a coarser result. Note that a common way to prove that

an algorithm terminates involves finding a strictly positive value that decreases strictly

over time toward a finitely reachable basis. Thus, a way to enforce the termination of the
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this value over-approximates the behaviors observed after any number of iterations. As a

consequence, the termination of signs analysis is guaranteed.

However, we have not solved the issue of termination in the general case yet. The iter-

ation technique used in Example 2.12 will obviously not allow for a terminating analysis

with the convex polyhedra abstraction or with the interval abstraction.

To ensure termination of the analysis, we need to enforce the convergence of abstract

iterates, possibly at the price of a coarser result. Note that a common way to prove that

an algorithm terminates involves finding a strictly positive value that decreases strictly

over time toward a finitely reachable basis. Thus, a way to enforce the termination of the

We want to converge to this state in  
finite time!



Widening

• To ensure termination of the analysis, we need to enforce 
the convergence of the iterations. 

• In case of convex polyhedra 

• An abstract element = (finitely many) inequalities

• If we decrease the number of inequalities at each 
iteration, it will eventually terminate. 
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Indeed, an execution of pk+1
either executes the loop at most k times (hence, it is an

execution of pk), or it runs it k + 1 times exactly (and then it is an execution of pk;b).

Conversely, one can can show that an execution of pk {pk;b} is also an exexcution of

pk+1
.

Therefore, the analysis of this sequence of programs can be computed recursively as

follows:

analysis(pk+1
,a) = union(analysis(pk,a),analysis(b,analysis(pk,a)))

This approach corresponds to the analysis algorithm that inputs an abstract pre-condition

a, stores it into a variable R and iterates the operation:

R union(R,analysis(b,R))

Moreover, as shown above any execution of p can be characterized by the number of times

it iterates over the loop. Thus, any execution is ultimately covered by repeating this itera-

tive abstract computation.

The following example illustrates this approach:

Example 2.12 (Abstract iteration) We consider the program below, which starts at a point located
in a triangle and iterates a basic geometric translation a non-deterministically chosen number of
times:

({(x,y) | 0⌥ y⌥ 2x and x⌥ 0.5});
{

(1,0.5)

}
We assume that the analysis uses the convex polyhedra abstract domain. Then the set of states
observed after initialization and before the statement is shown in Figure 2.15(b). We show in
Figure 2.15(c), Figure 2.15(d) and Figure 2.15(e) the first three iterations of the analysis algorithm
that was sketched above. The imprecision is inherent in the computation of over-approximations (in
gray) of abstract elements as in the previous examples.

While this process does not terminate, we note that repeating it forever would yield the result
shown in Figure 2.15(f), which also provides a sound approximation of all the possible output states
of the program.

The iterative algorithm demonstrated in Example 2.12 will actually always terminate if

using the signs abstract domain. Indeed, this abstract domain has a finite number of abstract

elements and when the iterative algorithm computes R union(R,analysis(b,R)), the

value of R will converge after finitely many steps: whenever it updates R, the new value

is either the same as the previous one (and then so will be all the other subsequent values

since they are computed using the same formula), or the new value denotes a strictly less

precise property. Since the number of abstract properties is finite, the latter case will occur

at most finitely many times. Therefore, at some point, the value of R stabilizes, and then
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this value over-approximates the behaviors observed after any number of iterations. As a

consequence, the termination of signs analysis is guaranteed.

However, we have not solved the issue of termination in the general case yet. The iter-

ation technique used in Example 2.12 will obviously not allow for a terminating analysis

with the convex polyhedra abstraction or with the interval abstraction.

To ensure termination of the analysis, we need to enforce the convergence of abstract

iterates, possibly at the price of a coarser result. Note that a common way to prove that

an algorithm terminates involves finding a strictly positive value that decreases strictly

over time toward a finitely reachable basis. Thus, a way to enforce the termination of the
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Example: Convex Polyhedra
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Indeed, an execution of pk+1
either executes the loop at most k times (hence, it is an

execution of pk), or it runs it k + 1 times exactly (and then it is an execution of pk;b).

Conversely, one can can show that an execution of pk {pk;b} is also an exexcution of

pk+1
.

Therefore, the analysis of this sequence of programs can be computed recursively as

follows:

analysis(pk+1
,a) = union(analysis(pk,a),analysis(b,analysis(pk,a)))

This approach corresponds to the analysis algorithm that inputs an abstract pre-condition

a, stores it into a variable R and iterates the operation:

R union(R,analysis(b,R))

Moreover, as shown above any execution of p can be characterized by the number of times

it iterates over the loop. Thus, any execution is ultimately covered by repeating this itera-

tive abstract computation.

The following example illustrates this approach:

Example 2.12 (Abstract iteration) We consider the program below, which starts at a point located
in a triangle and iterates a basic geometric translation a non-deterministically chosen number of
times:

({(x,y) | 0⌥ y⌥ 2x and x⌥ 0.5});
{

(1,0.5)

}
We assume that the analysis uses the convex polyhedra abstract domain. Then the set of states
observed after initialization and before the statement is shown in Figure 2.15(b). We show in
Figure 2.15(c), Figure 2.15(d) and Figure 2.15(e) the first three iterations of the analysis algorithm
that was sketched above. The imprecision is inherent in the computation of over-approximations (in
gray) of abstract elements as in the previous examples.

While this process does not terminate, we note that repeating it forever would yield the result
shown in Figure 2.15(f), which also provides a sound approximation of all the possible output states
of the program.

The iterative algorithm demonstrated in Example 2.12 will actually always terminate if

using the signs abstract domain. Indeed, this abstract domain has a finite number of abstract

elements and when the iterative algorithm computes R union(R,analysis(b,R)), the

value of R will converge after finitely many steps: whenever it updates R, the new value

is either the same as the previous one (and then so will be all the other subsequent values

since they are computed using the same formula), or the new value denotes a strictly less

precise property. Since the number of abstract properties is finite, the latter case will occur

at most finitely many times. Therefore, at some point, the value of R stabilizes, and then
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Abstract iteration

this value over-approximates the behaviors observed after any number of iterations. As a

consequence, the termination of signs analysis is guaranteed.

However, we have not solved the issue of termination in the general case yet. The iter-

ation technique used in Example 2.12 will obviously not allow for a terminating analysis

with the convex polyhedra abstraction or with the interval abstraction.

To ensure termination of the analysis, we need to enforce the convergence of abstract

iterates, possibly at the price of a coarser result. Note that a common way to prove that

an algorithm terminates involves finding a strictly positive value that decreases strictly

over time toward a finitely reachable basis. Thus, a way to enforce the termination of the
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Indeed, an execution of pk+1
either executes the loop at most k times (hence, it is an

execution of pk), or it runs it k + 1 times exactly (and then it is an execution of pk;b).

Conversely, one can can show that an execution of pk {pk;b} is also an exexcution of

pk+1
.

Therefore, the analysis of this sequence of programs can be computed recursively as

follows:

analysis(pk+1
,a) = union(analysis(pk,a),analysis(b,analysis(pk,a)))

This approach corresponds to the analysis algorithm that inputs an abstract pre-condition

a, stores it into a variable R and iterates the operation:

R union(R,analysis(b,R))

Moreover, as shown above any execution of p can be characterized by the number of times

it iterates over the loop. Thus, any execution is ultimately covered by repeating this itera-

tive abstract computation.

The following example illustrates this approach:

Example 2.12 (Abstract iteration) We consider the program below, which starts at a point located
in a triangle and iterates a basic geometric translation a non-deterministically chosen number of
times:

({(x,y) | 0⌥ y⌥ 2x and x⌥ 0.5});
{

(1,0.5)

}
We assume that the analysis uses the convex polyhedra abstract domain. Then the set of states
observed after initialization and before the statement is shown in Figure 2.15(b). We show in
Figure 2.15(c), Figure 2.15(d) and Figure 2.15(e) the first three iterations of the analysis algorithm
that was sketched above. The imprecision is inherent in the computation of over-approximations (in
gray) of abstract elements as in the previous examples.

While this process does not terminate, we note that repeating it forever would yield the result
shown in Figure 2.15(f), which also provides a sound approximation of all the possible output states
of the program.

The iterative algorithm demonstrated in Example 2.12 will actually always terminate if

using the signs abstract domain. Indeed, this abstract domain has a finite number of abstract

elements and when the iterative algorithm computes R union(R,analysis(b,R)), the

value of R will converge after finitely many steps: whenever it updates R, the new value

is either the same as the previous one (and then so will be all the other subsequent values

since they are computed using the same formula), or the new value denotes a strictly less

precise property. Since the number of abstract properties is finite, the latter case will occur

at most finitely many times. Therefore, at some point, the value of R stabilizes, and then
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this value over-approximates the behaviors observed after any number of iterations. As a

consequence, the termination of signs analysis is guaranteed.

However, we have not solved the issue of termination in the general case yet. The iter-

ation technique used in Example 2.12 will obviously not allow for a terminating analysis

with the convex polyhedra abstraction or with the interval abstraction.

To ensure termination of the analysis, we need to enforce the convergence of abstract

iterates, possibly at the price of a coarser result. Note that a common way to prove that

an algorithm terminates involves finding a strictly positive value that decreases strictly

over time toward a finitely reachable basis. Thus, a way to enforce the termination of the
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Indeed, an execution of pk+1
either executes the loop at most k times (hence, it is an

execution of pk), or it runs it k + 1 times exactly (and then it is an execution of pk;b).

Conversely, one can can show that an execution of pk {pk;b} is also an exexcution of

pk+1
.

Therefore, the analysis of this sequence of programs can be computed recursively as

follows:

analysis(pk+1
,a) = union(analysis(pk,a),analysis(b,analysis(pk,a)))

This approach corresponds to the analysis algorithm that inputs an abstract pre-condition

a, stores it into a variable R and iterates the operation:

R union(R,analysis(b,R))

Moreover, as shown above any execution of p can be characterized by the number of times

it iterates over the loop. Thus, any execution is ultimately covered by repeating this itera-

tive abstract computation.

The following example illustrates this approach:

Example 2.12 (Abstract iteration) We consider the program below, which starts at a point located
in a triangle and iterates a basic geometric translation a non-deterministically chosen number of
times:

({(x,y) | 0⌥ y⌥ 2x and x⌥ 0.5});
{

(1,0.5)

}
We assume that the analysis uses the convex polyhedra abstract domain. Then the set of states
observed after initialization and before the statement is shown in Figure 2.15(b). We show in
Figure 2.15(c), Figure 2.15(d) and Figure 2.15(e) the first three iterations of the analysis algorithm
that was sketched above. The imprecision is inherent in the computation of over-approximations (in
gray) of abstract elements as in the previous examples.

While this process does not terminate, we note that repeating it forever would yield the result
shown in Figure 2.15(f), which also provides a sound approximation of all the possible output states
of the program.

The iterative algorithm demonstrated in Example 2.12 will actually always terminate if

using the signs abstract domain. Indeed, this abstract domain has a finite number of abstract

elements and when the iterative algorithm computes R union(R,analysis(b,R)), the

value of R will converge after finitely many steps: whenever it updates R, the new value

is either the same as the previous one (and then so will be all the other subsequent values

since they are computed using the same formula), or the new value denotes a strictly less

precise property. Since the number of abstract properties is finite, the latter case will occur

at most finitely many times. Therefore, at some point, the value of R stabilizes, and then
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this value over-approximates the behaviors observed after any number of iterations. As a

consequence, the termination of signs analysis is guaranteed.

However, we have not solved the issue of termination in the general case yet. The iter-

ation technique used in Example 2.12 will obviously not allow for a terminating analysis

with the convex polyhedra abstraction or with the interval abstraction.

To ensure termination of the analysis, we need to enforce the convergence of abstract

iterates, possibly at the price of a coarser result. Note that a common way to prove that

an algorithm terminates involves finding a strictly positive value that decreases strictly

over time toward a finitely reachable basis. Thus, a way to enforce the termination of the
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consequence, the termination of signs analysis is guaranteed.

However, we have not solved the issue of termination in the general case yet. The iter-

ation technique used in Example 2.12 will obviously not allow for a terminating analysis

with the convex polyhedra abstraction or with the interval abstraction.

To ensure termination of the analysis, we need to enforce the convergence of abstract

iterates, possibly at the price of a coarser result. Note that a common way to prove that

an algorithm terminates involves finding a strictly positive value that decreases strictly

over time toward a finitely reachable basis. Thus, a way to enforce the termination of the
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Abstract iteration with widening

after finitely many iterates) also over-approximates all the abstract elements produced by

the sequence of iterates without widening and, thus, the states that the program may reach.

The following example illustrates its use in practice:

Example 2.13 (Abstract iteration with widening) We consider the same program as in Exam-
ple 2.12. Figure 2.15 shows the sequence of abstract iterates using the widening technique. This
sequence converges after only two iterations and produces a (rather coarse) over-approximation of
the reachable states of the program (shown in Figure 2.15(a)). The most interesting point is the com-
putation of the abstract element shown in Figure 2.16(b) from the two triangles obtained in the first
two iterations:

• the constraints 0 ⌥ y and y⌥ 2x are stable as they are satisfied in the translated triangle; thus,
they are preserved;

• the constraint x⌥ 0.5 is not preserved; thus, it is discarded.

The result obtained in the example clearly shows that widening is another source of im-

precision and, thus, of potential incompleteness. Indeed, to ensure convergence in finite

time, the analysis weakens the abstract elements more aggressively, adding many points

that cannot be observed in any real program execution, as we can see in Figure 2.16(b).

Fortunately, there exist many techniques to make the analysis of loops more precise. The

example below demonstrates a classic such technique on the same code.

Example 2.14 (Loop unrolling) We note that we can rewrite a program with a loop in different
ways than the one used so far in this section. In particular, the program of Example 2.12 is equivalent
to the following program:

({(x,y) | 0 ⌥ y⌥ 2x and x⌥ 0.5});
{} {

(1,0.5)

}
{

(1,0.5)

}
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Indeed, an execution of pk+1
either executes the loop at most k times (hence, it is an

execution of pk), or it runs it k + 1 times exactly (and then it is an execution of pk;b).

Conversely, one can can show that an execution of pk {pk;b} is also an exexcution of

pk+1
.

Therefore, the analysis of this sequence of programs can be computed recursively as

follows:

analysis(pk+1
,a) = union(analysis(pk,a),analysis(b,analysis(pk,a)))

This approach corresponds to the analysis algorithm that inputs an abstract pre-condition

a, stores it into a variable R and iterates the operation:

R union(R,analysis(b,R))

Moreover, as shown above any execution of p can be characterized by the number of times

it iterates over the loop. Thus, any execution is ultimately covered by repeating this itera-

tive abstract computation.

The following example illustrates this approach:

Example 2.12 (Abstract iteration) We consider the program below, which starts at a point located
in a triangle and iterates a basic geometric translation a non-deterministically chosen number of
times:

({(x,y) | 0⌥ y⌥ 2x and x⌥ 0.5});
{

(1,0.5)

}
We assume that the analysis uses the convex polyhedra abstract domain. Then the set of states
observed after initialization and before the statement is shown in Figure 2.15(b). We show in
Figure 2.15(c), Figure 2.15(d) and Figure 2.15(e) the first three iterations of the analysis algorithm
that was sketched above. The imprecision is inherent in the computation of over-approximations (in
gray) of abstract elements as in the previous examples.

While this process does not terminate, we note that repeating it forever would yield the result
shown in Figure 2.15(f), which also provides a sound approximation of all the possible output states
of the program.

The iterative algorithm demonstrated in Example 2.12 will actually always terminate if

using the signs abstract domain. Indeed, this abstract domain has a finite number of abstract

elements and when the iterative algorithm computes R union(R,analysis(b,R)), the

value of R will converge after finitely many steps: whenever it updates R, the new value

is either the same as the previous one (and then so will be all the other subsequent values

since they are computed using the same formula), or the new value denotes a strictly less

precise property. Since the number of abstract properties is finite, the latter case will occur

at most finitely many times. Therefore, at some point, the value of R stabilizes, and then
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Abstract iteration

this value over-approximates the behaviors observed after any number of iterations. As a

consequence, the termination of signs analysis is guaranteed.

However, we have not solved the issue of termination in the general case yet. The iter-

ation technique used in Example 2.12 will obviously not allow for a terminating analysis

with the convex polyhedra abstraction or with the interval abstraction.

To ensure termination of the analysis, we need to enforce the convergence of abstract

iterates, possibly at the price of a coarser result. Note that a common way to prove that

an algorithm terminates involves finding a strictly positive value that decreases strictly

over time toward a finitely reachable basis. Thus, a way to enforce the termination of the
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Abstract iteration with widening

after finitely many iterates) also over-approximates all the abstract elements produced by

the sequence of iterates without widening and, thus, the states that the program may reach.

The following example illustrates its use in practice:

Example 2.13 (Abstract iteration with widening) We consider the same program as in Exam-
ple 2.12. Figure 2.15 shows the sequence of abstract iterates using the widening technique. This
sequence converges after only two iterations and produces a (rather coarse) over-approximation of
the reachable states of the program (shown in Figure 2.15(a)). The most interesting point is the com-
putation of the abstract element shown in Figure 2.16(b) from the two triangles obtained in the first
two iterations:

• the constraints 0 ⌥ y and y⌥ 2x are stable as they are satisfied in the translated triangle; thus,
they are preserved;

• the constraint x⌥ 0.5 is not preserved; thus, it is discarded.

The result obtained in the example clearly shows that widening is another source of im-

precision and, thus, of potential incompleteness. Indeed, to ensure convergence in finite

time, the analysis weakens the abstract elements more aggressively, adding many points

that cannot be observed in any real program execution, as we can see in Figure 2.16(b).

Fortunately, there exist many techniques to make the analysis of loops more precise. The

example below demonstrates a classic such technique on the same code.

Example 2.14 (Loop unrolling) We note that we can rewrite a program with a loop in different
ways than the one used so far in this section. In particular, the program of Example 2.12 is equivalent
to the following program:

({(x,y) | 0 ⌥ y⌥ 2x and x⌥ 0.5});
{} {

(1,0.5)

}
{

(1,0.5)

}
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sequence converges after only two iterations and produces a (rather coarse) over-approximation of
the reachable states of the program (shown in Figure 2.15(a)). The most interesting point is the com-
putation of the abstract element shown in Figure 2.16(b) from the two triangles obtained in the first
two iterations:

• the constraints 0 ⌥ y and y⌥ 2x are stable as they are satisfied in the translated triangle; thus,
they are preserved;

• the constraint x⌥ 0.5 is not preserved; thus, it is discarded.

The result obtained in the example clearly shows that widening is another source of im-

precision and, thus, of potential incompleteness. Indeed, to ensure convergence in finite

time, the analysis weakens the abstract elements more aggressively, adding many points

that cannot be observed in any real program execution, as we can see in Figure 2.16(b).

Fortunately, there exist many techniques to make the analysis of loops more precise. The

example below demonstrates a classic such technique on the same code.

Example 2.14 (Loop unrolling) We note that we can rewrite a program with a loop in different
ways than the one used so far in this section. In particular, the program of Example 2.12 is equivalent
to the following program:

({(x,y) | 0 ⌥ y⌥ 2x and x⌥ 0.5});
{} {

(1,0.5)

}
{

(1,0.5)

}



Imprecision due to Widening

• Widening guarantees termination of the analysis.

• However, it incurs significant precision loss. 
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with the convex polyhedra abstraction or with the interval abstraction.
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iterates, possibly at the price of a coarser result. Note that a common way to prove that
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after finitely many iterates) also over-approximates all the abstract elements produced by

the sequence of iterates without widening and, thus, the states that the program may reach.

The following example illustrates its use in practice:

Example 2.13 (Abstract iteration with widening) We consider the same program as in Exam-
ple 2.12. Figure 2.15 shows the sequence of abstract iterates using the widening technique. This
sequence converges after only two iterations and produces a (rather coarse) over-approximation of
the reachable states of the program (shown in Figure 2.15(a)). The most interesting point is the com-
putation of the abstract element shown in Figure 2.16(b) from the two triangles obtained in the first
two iterations:

• the constraints 0 ⌥ y and y⌥ 2x are stable as they are satisfied in the translated triangle; thus,
they are preserved;

• the constraint x⌥ 0.5 is not preserved; thus, it is discarded.

The result obtained in the example clearly shows that widening is another source of im-

precision and, thus, of potential incompleteness. Indeed, to ensure convergence in finite

time, the analysis weakens the abstract elements more aggressively, adding many points

that cannot be observed in any real program execution, as we can see in Figure 2.16(b).

Fortunately, there exist many techniques to make the analysis of loops more precise. The

example below demonstrates a classic such technique on the same code.

Example 2.14 (Loop unrolling) We note that we can rewrite a program with a loop in different
ways than the one used so far in this section. In particular, the program of Example 2.12 is equivalent
to the following program:

({(x,y) | 0 ⌥ y⌥ 2x and x⌥ 0.5});
{} {

(1,0.5)

}
{

(1,0.5)

}
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analysis is to exhibit such a measure. Very often, non-termination is due to some loop

indexes not being incremented properly, preventing such a decreasing measure to exist.

Intuitively, this is the issue the iterative analysis algorithm we sketched above suffers from,

as shown in Example 2.12.

Another interesting observation is that abstract elements are made of finite sets of con-

straints. Therefore, another way to over-approximate abstract elements that arise in the

abstract iteration would consist in forcing this number of constraints to decrease (possibly

down to zero) until it stabilizes, hereby recovering termination.

Given the current constraint a0, suppose that analyzing one more iteration generates a1.

To have an approximate constraint that subsumes both, we can let the analysis:

• keep all constraints of a0 that are also satisfied in a1;

• discard all constraints of a0 that are not satisfied in a1 (hence to subsume a1).

Applying this method to abstract iterates will produce a sequence of abstract elements with

a positive, decreasing number of constraints until the sequence stabilizes. This method is

an instance of a general technique called widening, which enforces the convergence of

abstract iterates. We denote this operator by widen:

operator widen

�
over-approximates unions

enforces convergence

Stabilization holds when the concretization of the next iterate is included into that of

the previous one. For all the abstract domains considered in this chapter, this inclusion

can be decided in the abstract level simply by checking geometric inclusion. We thus let

inclusion denote a function that inputs two abstract elements a0,a1 and returns true only

when it can prove that ⇥(a0)⌃ ⇥(a1).

operator inclusion returns true only when it succeeds checking inclusion

As a conclusion, the following algorithm computes an abstract post-condition for the

loop construction:

analysis( {p},a) =

⇥
⇧⇧⇧⇧⇧⇧⇧⇧⇧⌅

⇧⇧⇧⇧⇧⇧⇧⇧⇧⇤

R a;

repeat

T R;

R widen(R,analysis(p,R));

until inclusion(R,T)

return T;

This iteration technique will produce a sound result since it over-approximates the abstract

elements produced by the sequence of iterates without widening, and its limit (reached
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Abstract Semantics Computation: iter{p} (3/5)

Recall
iter{p} = {} or {p} or {p; p} or · · ·

= limi pi
where

p0 = {} pk+1 = pk or {pk; p}

Hence,

analysis(iter{p}, a) =

8
>>>>>><

>>>>>>:

R a;
repeat

T R;
R widen(R, analysis(p, R));

until inclusion(R, T)
return T;

operator widen
⇢

over approximates unions
enforces finite convergence

Kwangkeun Yi (Seoul National U) Program Analysis 46 / 51

Abstract Iteration with Widening



Loop Unrolling for Precision Improvement
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Indeed, an execution of pk+1
either executes the loop at most k times (hence, it is an

execution of pk), or it runs it k + 1 times exactly (and then it is an execution of pk;b).

Conversely, one can can show that an execution of pk {pk;b} is also an exexcution of

pk+1
.

Therefore, the analysis of this sequence of programs can be computed recursively as

follows:

analysis(pk+1
,a) = union(analysis(pk,a),analysis(b,analysis(pk,a)))

This approach corresponds to the analysis algorithm that inputs an abstract pre-condition

a, stores it into a variable R and iterates the operation:

R union(R,analysis(b,R))

Moreover, as shown above any execution of p can be characterized by the number of times

it iterates over the loop. Thus, any execution is ultimately covered by repeating this itera-

tive abstract computation.

The following example illustrates this approach:

Example 2.12 (Abstract iteration) We consider the program below, which starts at a point located
in a triangle and iterates a basic geometric translation a non-deterministically chosen number of
times:

({(x,y) | 0⌥ y⌥ 2x and x⌥ 0.5});
{

(1,0.5)

}
We assume that the analysis uses the convex polyhedra abstract domain. Then the set of states
observed after initialization and before the statement is shown in Figure 2.15(b). We show in
Figure 2.15(c), Figure 2.15(d) and Figure 2.15(e) the first three iterations of the analysis algorithm
that was sketched above. The imprecision is inherent in the computation of over-approximations (in
gray) of abstract elements as in the previous examples.

While this process does not terminate, we note that repeating it forever would yield the result
shown in Figure 2.15(f), which also provides a sound approximation of all the possible output states
of the program.

The iterative algorithm demonstrated in Example 2.12 will actually always terminate if

using the signs abstract domain. Indeed, this abstract domain has a finite number of abstract

elements and when the iterative algorithm computes R union(R,analysis(b,R)), the

value of R will converge after finitely many steps: whenever it updates R, the new value

is either the same as the previous one (and then so will be all the other subsequent values

since they are computed using the same formula), or the new value denotes a strictly less

precise property. Since the number of abstract properties is finite, the latter case will occur

at most finitely many times. Therefore, at some point, the value of R stabilizes, and then
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after finitely many iterates) also over-approximates all the abstract elements produced by

the sequence of iterates without widening and, thus, the states that the program may reach.

The following example illustrates its use in practice:

Example 2.13 (Abstract iteration with widening) We consider the same program as in Exam-
ple 2.12. Figure 2.15 shows the sequence of abstract iterates using the widening technique. This
sequence converges after only two iterations and produces a (rather coarse) over-approximation of
the reachable states of the program (shown in Figure 2.15(a)). The most interesting point is the com-
putation of the abstract element shown in Figure 2.16(b) from the two triangles obtained in the first
two iterations:

• the constraints 0 ⌥ y and y⌥ 2x are stable as they are satisfied in the translated triangle; thus,
they are preserved;

• the constraint x⌥ 0.5 is not preserved; thus, it is discarded.

The result obtained in the example clearly shows that widening is another source of im-

precision and, thus, of potential incompleteness. Indeed, to ensure convergence in finite

time, the analysis weakens the abstract elements more aggressively, adding many points

that cannot be observed in any real program execution, as we can see in Figure 2.16(b).

Fortunately, there exist many techniques to make the analysis of loops more precise. The

example below demonstrates a classic such technique on the same code.

Example 2.14 (Loop unrolling) We note that we can rewrite a program with a loop in different
ways than the one used so far in this section. In particular, the program of Example 2.12 is equivalent
to the following program:

({(x,y) | 0 ⌥ y⌥ 2x and x⌥ 0.5});
{} {

(1,0.5)

}
{

(1,0.5)

}

Loop unrolling once
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In essence, analyzing this second version instead has the following effect on the analysis: for the
first iteration, the union operator will be used, and for all subsequent iterations, widen will be
used instead. When computing widening at iteration 2, all constraints are stable but the constraint
x⌥ 1.5. This produces the result shown in Figure 2.17(c). Thus, both the result of the first iteration
(shown in Figure 2.16(b)) and the widening output (shown in Figure 2.17(c)) are a lot more precise
than with the standard widening iteration technique presented in Example 2.13.

2.3.5 Verification of the Property of Interest
The analysis function that we have designed allows verifying the reachability property of

interest that we introduced in Section 2.1.

While the analysis function that we have shown so far only returns an over-approximation

of the output states (and not of all the intermediate reachable states), it actually com-

putes as intermediate results over-approximations for all the reachable states of the in-

put program. Let us consider the case of a sequence p
0
;p

1
. The analysis then returns

analysis(p
1
,analysis(p

0
,apre)). We observe that after analyzing p

0
and before analyz-

ing p
1
, the analysis holds an over-approximation of all the states that can be observed after

executing p
0

and before executing p
1

(the abstract element analysis(p
0
,apre)). The same

holds for each kind of instruction of our language.

As a consequence, the analysis can attempt at verifying the property of interest by check-

ing that the abstract elements computed at each step have an empty intersection with D,

or equivalently, are included in ¬D. This inclusion can be fully verified in the abstract

level, using the same inclusion test as we have used for checking the termination of the

sequences of abstract iterates.

We assume the analysis uses the abstract domain of convex polyhedra and illustrate suc-

cessful and unsuccessful analyses in the two examples below:

Example 2.15 (Successful verification) Figure 2.18(a) shows the over-approximation computed
for the set of all the reachable states of the program of Example 2.3. In this case, the over-approxima-
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Abstract Semantics Function analysis At a Glance
The analysis(p, a) is finitely computable and sound.

analysis(init(R), a) = best abstraction of the region R

analysis(translation(u, v), a) =

⇢
return an abstract state that contains
the translation of a

analysis(rotation(u, v, ✓), a) =

⇢
return an abstract state that contains
the rotation of a

analysis({p0}or{p1}, a) = union(analysis(p1, a), analysis(p0, a))
analysis(p0; p1, a) = analysis(p1, analysis(p0, a))

analysis(iter{p}, a) =

8
>>>>>><

>>>>>>:

R a;
repeat

T R;
R widen(R, analysis(p, R));

until inclusion(R, T)
return T;

Sound analysis
If an execution of p from a state (x, y) generates the state (x0, y0),
then for all abstract element a such that (x, y) 2 �(a),

(x0, y0) 2 �(analysis(p, a))
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Theorem.  The analysis function is sound.
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Verification of the Property of Interest

Does program compute a point inside no-fly zone D?
Need to collect the set of reachable points.
Run analysis(p,�) and collect all points R from every call to
analysis.
Since analysis is sound, the result is an over approx. of the
reachable points.
If R \D = ;, then p is verified. Otherwise, we don’t know.

x

y

(a) An example R

x

y

(b) A more precise R
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