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ABSTRACT

Mixed Boolean Arithmetic (MBA) obfuscation transforms a pro-
gram expression into an equivalent but complex expression that
is hard to understand. MBA obfuscation has been popular to pro-
tect programs from reverse engineering thanks to its simplicity
and effectiveness. However, it is also used for evading malware
detection, necessitating the development of effective MBA deob-
fuscation techniques. Existing deobfuscation methods suffer from
either of the four limitations: (1) lack of general applicability, (2)
lack of flexibility, (3) lack of scalability, and (4) lack of correctness.
In this paper, we propose a versatile MBA deobfuscation method
that synergistically combines program synthesis, term rewriting,
and an algebraic simplification method. The key novelty of our
approach is that we perform on-the-fly learning of transformation
rules for deobfuscation, and apply them to rewrite the input MBA
expression. We implement our method in a tool called ProMBA
and evaluate it on over 4000 MBA expressions obfuscated by the
state-of-the-art obfuscation tools. Experimental results show that
our method outperforms the state-of-the-art MBA deobfuscation
tool by a large margin, successfully simplifying a vast majority of
the obfuscated expressions into their original forms.
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1 INTRODUCTION

Code obfuscation aims to safeguard program assets from reverse
engineering through the application of semantics-preserving trans-
formations to the source code. A desirable obfuscation technique,
from the obfuscator’s perspective, should preserve the program’s
semantics at a reasonable obfuscation cost and runtime overhead,
while also making the program resistant to both manual and auto-
mated reverse engineering.

Mixed Boolean Arithmetic (MBA) obfuscation [43] has gained
significant attention in recent years as an effective obfuscation
technique. MBA obfuscation transforms simple expressions into
complex expressions using a mixture of bitwise and arithmetic op-
erations. For instance, an expression like 𝑥 − 𝑦 can be transformed
into 𝑥 ⊕ 𝑦 + 2(𝑥 ∨ ¬𝑦) + 2 where ⊕ denotes bitwise exclusive-
or, ∨ denotes bitwise or, and ¬ denotes bitwise not. Thanks to a
solid theoretical foundation [43], MBA obfuscation enjoys arbi-
trarily many semantics-preserving transformations. In addition, it
incurs a reasonable obfuscation cost and runtime overhead since
only simple bitwise and arithmetic operations are added. More-
over, due to the high complexity of MBA expressions, it is resistant
to both manual and automated reverse engineering. It is shown
that off-the-shelf compiler optimizations [21] and symbolic reason-
ing tools [11, 17, 20, 30, 36, 40] cannot simplify MBA expressions
because the bloated mixture of bitwise and arithmetic operations
invalidates these techniques [33]. Thanks to these advantages, MBA
obfuscation has been widely used in both commercial and academic
obfuscators [1, 12, 15, 28, 32].

However, MBA obfuscation is not always used for good purposes.
Malware authors use MBA obfuscation to protect their malware
from reverse engineering. For example, MBA obfuscation has been
used in malware compilation chains [9].

To protect against malware equipped with MBA obfuscation, var-
ious techniques for MBA deobfuscation have been proposed. These
techniques include term rewriting [18], SAT solving [22], stochastic
program synthesis [10, 16, 31], neural network inference [19], and
algebraic methods [29, 34, 41].

Unfortunately, these techniques suffer from either of the follow-
ing limitations.

• Limited to a specific class of MBA expressions: Some
techniques [18, 22, 29, 34, 41] are limited to specific forms of
MBA expressions, thereby failing to handle state-of-the-art
MBA obfuscation techniques [15, 39]. They are limited to
linear or polynomial MBA expressions with only the logical
operators ∧,∨,¬, ⊕ and the arithmetic operators +,−,×. A
polynomial MBA expression is a linear combination of a
product of bitwise expressions of variables, and a linear MBA
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Figure 1: Overview of the ProMBA system.

expression is a polynomial MBA expression where each term
is a bitwise expression of variables.
• Lack of flexibility: Because there are vastly many ways to
obfuscate a program usingMBA obfuscation, a deobfuscation
technique should be flexible enough to handle a wide range
of MBA transformations. However, some techniques [18,
19] are limited to specific transformations which are well-
defined in the literature or observed in a set of samples.
• Lack of scalability: Because MBA obfuscation can greatly
increase the size of an expression, a deobfuscation technique
should be scalable enough to handle large MBA expressions.
However, some techniques [18, 19, 22] are limited to small
MBA expressions.
• No guarantee of correctness: It is desirable for a deobfusca-
tion technique to guarantee the correctness of deobfuscation,
especially when it is used in conjunction with program anal-
ysis techniques to detect malicious behaviors of malware.
However, some techniques [10, 16, 19, 31] are not sound.

In this paper, we present an MBA deobfuscation system named
ProMBA that overcomes the aforementioned limitations of existing
techniques. Our method synergistically combines three powerful
techniques: program synthesis [23], term rewriting [5], and an alge-
braic simplification method [34]. Figure 1 illustrates our approach.

(1) Given an MBA expression, we first simplify all linear MBA
sub-expressions using an existing deobfuscator for linear
MBA expressions. The existing deobfuscators based on alge-
braic methods [29, 34, 41] can efficiently simplify large linear
MBA expressions. Therefore, any of such deobfuscators can
be used in our approach. After this step, all linear MBA sub-
expressions are simplified, but the resulting MBA expression
may still contain non-linear MBA sub-expressions that can
be simplified further.

(2) Given the simplified MBA expression, we aim to find an
equivalent MBA expression that is smaller in size. This prob-
lem can be solved by program synthesis in theory. How-
ever, the synthesis problem is usually intractable because
the search space is too large due to the significant size of the
MBA expression. Therefore, we adopt a divide-and-conquer
approach. We choose a sub-expression of the MBA expres-
sion and synthesize its equivalent counterpart of smaller size.

By doing so, we reduce the search space and the complexity
of the synthesis problem.

(3) From the chosen sub-expression and the synthesized one, we
learn an MBA equivalence between them. This equivalence
can be viewed as a transformation rule. We generalize the
learned equivalence and add it to the set of rules to reduce
their number and increase their flexibility.

(4) We apply the transformation rules to rewrite the MBA ex-
pression. The soundness and termination of the rewriting
process are guaranteed by the theory of term rewriting [5].
After this step, the MBA expression may contain linear terms
that can be further simplified by the linear MBA deobfusca-
tor. We go back to Step 1 and repeat the process until the
MBA expression cannot be simplified further.

The key novelty of our approach is that we perform on-the-

fly learning of rules for simplification, and apply them to rewrite
the MBA expression. This on-the-fly learning of transformation
rules allows us to handle arbitrary (possibly non-linear and non-
polynomial) MBA expressions obfuscated with diverse rules for
obfuscation. This is in contrast to existing term rewriting-based
deobfuscators that use a fixed set of rules [18], which limits their
applicability to a specific type of obfuscation.

We have implemented our proposed method in a tool called
ProMBA and evaluated it on 4011 MBA expressions obtained from
various sources. Specifically, we used MBA expressions generated
by state-of-the-art obfuscators Loki [39] and Tigress [2], as well as
MBA expressions from the evaluation dataset of the state-of-the-art
deobfuscators MBASolver [41] and Syntia [10]. Our method can
successfully simplify 84% of the MBA expressions to their original
expressions or even expressions that are smaller than the original
ones. On the other hand,MBASolver and Syntia can simplify only
13% and 39% of the MBA expressions to their original expressions
or smaller ones, respectively. In particular, MBASolver generates
36 times larger expressions on average than those generated by
ProMBA, and Syntia does not guarantee the correctness of deob-
fuscation, occasionally generating incorrect expressions.

We summarize our contributions as follows:

• We propose a novel and versatile method for deobfuscating
arbitrary (possibly non-linear and non-polynomial) MBA
expressions using a combination of program synthesis and
term rewriting. This enables the on-the-fly learning of ar-
bitrary MBA equivalences that can be used to deobfuscate
arbitrary MBA expressions effectively.
• Our method is implemented in a tool named ProMBA, and
we evaluated it on MBA expressions generated by state-of-
the-art obfuscators. Our evaluation results demonstrate that
our approach outperforms the state-of-the-art deobfuscator,
MBASolver [41].

The rest of the paper is organized as follows. Section 2 introduces
preliminaries. Section 3 presents our approach in detail. Section 4
describes the implementation of our approach. Section 5 presents
the evaluation results. Section 6 discusses the limitations of our
approach. Section 7 discusses related work. Lastly, Section 8 con-
cludes the paper.
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2 BACKGROUND

In this section, we introduce the basic concepts of Mixed Boolean
Arithmetic (MBA) obfuscation, syntax-guided program synthesis,
and term rewriting.

2.1 MBA Obfuscation

We first introduce the basic concepts of MBA expressions from the
work of Zhou et al. [43].

Boolean-Arithmetic Algebra. Boolean-arithmetic algebra is an
algebraic system that consists of arithmetic operations and bitwise
operations. Arithmetic operations include addition +, subtraction
−, multiplication ×, division /, modulo operation %, left shift <<,
logical right shift >>, and arithmetic right shift >>𝑠 operations. Bit-
wise operations include bitwise and ∧, or ∨, not ¬, and exclusive-or
⊕ operations. With 𝑛-bit 2’s complement representation, arithmetic
operations are in Z/2𝑛Z and bitwise operations are in B𝑛 where
B = {0, 1}. 𝑛 is called the dimension of the algebra.

Polynomial and Linear MBA Expressions. With the Boolean-
arithmetic algebra of dimension 𝑛 and a positive integer 𝑡 , any
function 𝑓 : (B𝑛)𝑡 → B𝑛 over 𝑡 variables over B𝑛 is an MBA
expression. In particular, a function 𝑓 : (B𝑛)𝑡 → B𝑛 of the form∑︁

𝑖∈𝐼
𝑎𝑖 (

∏
𝑗∈ 𝐽𝑖

𝑒𝑖, 𝑗 (𝑥1, · · · , 𝑥𝑡 ))

is a polynomial Mixed Boolean-Arithmetic (MBA) expression where
𝑎𝑖 are constants in Z/2𝑛Z and 𝑒𝑖, 𝑗 are bitwise expressions of vari-
ables 𝑥1, · · · , 𝑥𝑡 over B𝑛 , 𝐼 ⊆ Z, and ∀𝑖 ∈ 𝐼 . 𝐽𝑖 ⊆ Z are finite index
sets. A constant can be viewed as a bitwise expression of the form
𝑎𝑒 (𝑥1, · · · , 𝑥𝑡 ) where 𝑎 is a constant in Z/2𝑛Z and 𝑒 (𝑥1, · · · , 𝑥𝑡 ) is a
bitwise expression of variables 𝑥1, · · · , 𝑥𝑡 over B𝑛 that always eval-
uates to 1. For example, the MBA expression 8(𝑥 ∨ 𝑦 ∨ 𝑧)3 ((𝑥𝑦) ∧
𝑥 ∨ 𝑡) + 𝑥 + 9(𝑥 ∨ 𝑦)𝑦𝑧3 is a polynomial MBA expression.

A linear MBA expression is a polynomial MBA expression of the
form ∑︁

𝑖∈𝐼
𝑎𝑖𝑒𝑖 (𝑥1, · · · , 𝑥𝑡 ).

For example, the MBA expression 𝑥 + 𝑦 − 2(𝑥 ∨ 𝑦) + 1 is a linear
MBA expression.

Any MBA expression not a polynomial MBA expression is a non-
polynomial MBA expression. A non-polynomial MBA expression
may contain arithmetic operations other than addition, subtraction,
multiplication, or bitwise expressions with constants. For example,
the MBA expression (𝑥 >> 1) + 𝑦 − 3(𝑥 ∧ 2) is a non-polynomial
MBA expression.

The work by Zhou et al. [43] provides the theoretical foundations
for MBA obfuscation. It is shown that every operation in Boolean-
arithmetic algebra can be expressed as a high-degree polynomial
MBA expression of multiple terms over arbitrarily many variables.

2.2 Term Rewriting

Next, we introduce the basic concepts of term rewriting from the
work of Baader and Nipkow [5].

+

−

×
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Figure 2: Tree representation of the term 𝑠 = (𝑥 +𝑦) − 2(𝑥 ∧𝑦)
and its positions.

Term. Given a set F of function symbols, where each 𝑓 ∈ F
is associated with a natural number 𝑛 called the arity of 𝑓 (de-
noted 𝑎𝑟𝑖𝑡𝑦 (𝑓 )) and a set X of variables, TF,X is the set of terms
built from functions in F and variables in X. In other words,
X ⊆ TF,X and ∀𝑓 ∈ F . 𝑓 (𝑡1, · · · , 𝑡𝑛) ⊆ TF,X where 𝑛 = 𝑎𝑟𝑖𝑡𝑦 (𝑓 )
and 𝑡1, · · · , 𝑡𝑛 ∈ TF,X . Function symbols of 0-arity are constants.
We will often denote a function symbol of arity 2 as an infix opera-
tor and 𝑉𝑎𝑟 (𝑠) and 𝐶𝑜𝑛𝑠𝑡 (𝑠) as the set of variables and constants
in term 𝑠 respectively. MBA expressions in the Boolean-arithmetic
algebra of dimension 𝑛 are terms over the arithmetic and bitwise
operations and variables and constants over B𝑛 .

The structure of a term can be illustrated by a tree.

Example 2.1. Consider an MBA expression 𝑠 = (𝑥 +𝑦) − 2(𝑥 ∧𝑦)
over the Boolean-arithmetic algebra of dimension 𝑛. 𝑠 is a term over
TF,X where F is the set of arithmetic and bitwise operations and
constants over B𝑛 , and X = {𝑥,𝑦}. The term 𝑠 can be represented
by the tree in Figure 2.

Position. The set of positions of term 𝑠 (denoted 𝑃𝑜𝑠 (𝑠)) of strings
over the alphabet of natural numbers is defined recursively as
follows:
• if 𝑠 is a variable or a constant, then 𝑃𝑜𝑠 (𝑠) = {𝜖};
• if 𝑠 = 𝑓 (𝑡1, · · · , 𝑡𝑛), then 𝑃𝑜𝑠 (𝑠) = {𝜖} ∪ ⋃𝑛

𝑖=1{𝑖𝑝 | 𝑝 ∈
𝑃𝑜𝑠 (𝑡𝑖 )}.

The position 𝜖 is called the root position of 𝑠 . For 𝑝 ∈ 𝑃𝑜𝑠 (𝑠), the
subterm of 𝑠 at position 𝑝 (denoted 𝑠 |𝑝 ) is defined by (i) 𝑠 |𝜖 = 𝑠 ; (ii)
𝑓 (𝑡1, · · · , 𝑡𝑛) |𝑖𝑞 = 𝑡𝑖 |𝑞 . The number of positions of 𝑠 is denoted |𝑠 |.
The height of 𝑠 (denoted Height(𝑠)) is defined as max𝑝∈𝑃𝑜𝑠 (𝑠 ) |𝑝 |.
We denote 𝑠 [𝑝 ← 𝑡] as the term obtained by replacing the subterm
of 𝑠 at position 𝑝 with 𝑡 .

Example 2.2. In Figure 2, the positions of 𝑠 are 𝜖 , 1, 2, 11, 12, 21,
22, 221, 222, which are written on top of the corresponding nodes.
The size of 𝑠 is 9 because we have 9 positions, and the height of 𝑠
is 3 because the longest position 222 has length 3. The subterm of
𝑠 at position 22 is 𝑠 |22= 𝑥 ∧ 𝑦 and the term obtained by replacing
the subterm of 𝑠 at position 22 with 𝑧 is 𝑠 [22← 𝑧] = (𝑥 + 𝑦) − 2𝑧.

Substitution. A substitution 𝜎 is a function from X to TF,X . The
set of substitutions over TF,X is denoted 𝑆𝑢𝑏 (TF,X). Every substi-
tution 𝜎 can be immediately extended to a function 𝜎′ from TF,X to
TF,X as follows: (i)𝜎′ (𝑥) = 𝜎 (𝑥) for all𝑥 ∈ X; (ii)𝜎′ (𝑓 (𝑡1, · · · , 𝑡𝑛)) =
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𝑓 (𝜎′ (𝑡1), · · · , 𝜎′ (𝑡𝑛)) for all 𝑓 ∈ F and 𝑡1, · · · , 𝑡𝑛 ∈ TF,X . From
now on, we will use 𝜎 to denote 𝜎′ with a slight abuse of notation.

Example 2.3. Let 𝜎 = {𝑥 ↦→ 1, 𝑦 ↦→ 𝑧 + 1}. Then, for the term 𝑠

in Example 2.1, 𝜎 (𝑠) = (1 + (𝑧 + 1)) − 2(1 ∧ (𝑧 + 1)).

Term Rewriting. A rewrite rule is a pair (𝑠, 𝑡) (written 𝑠 → 𝑡 )
where 𝑠, 𝑡 ∈ TF,X , 𝑠 is not a variable, and 𝑉𝑎𝑟 (𝑡) ⊆ 𝑉𝑎𝑟 (𝑠). A term
rewriting system consists of a set 𝐸 of rewrite rules over TF,X . The
rewrite relation→𝐸 is defined as follows:

𝑠 →𝐸 𝑡 ⇔ ∃𝑙 → 𝑟 ∈ 𝐸, 𝑝 ∈ 𝑃𝑜𝑠 (𝑠), 𝜎 ∈ 𝑆𝑢𝑏 (TF,X) .
𝑠 |𝑝 = 𝜎 (𝑙), 𝑡 = 𝑠 [𝑝 ← 𝜎 (𝑟 )] .

Example 2.4. Let 𝐸 = {𝑎 + 𝑏 → (𝑎 ⊕ 𝑏) + 2(𝑎 ∧ 𝑏), (𝑎 + 𝑏) − 𝑐 →
𝑎 + (𝑏 − 𝑐), 𝑎 − 𝑎 → 0, 𝑎 + 0→ 𝑎}. Then, we can rewrite the term 𝑠

in Example 2.1 as follows:

𝑠 →𝐸 ((𝑥 ⊕ 𝑦) + 2(𝑥 ∧ 𝑦)) − 2(𝑥 ∧ 𝑦)
(by using 𝑎 + 𝑏 → (𝑎 ⊕ 𝑏) + 2(𝑎 ∧ 𝑏) and 𝜎 = {𝑎 ↦→ 𝑥, 𝑏 ↦→ 𝑦})

→𝐸 (𝑥 ⊕ 𝑦) + (2(𝑥 ∧ 𝑦) − 2(𝑥 ∧ 𝑦))
(by using (𝑎 + 𝑏) − 𝑐 → 𝑎 + (𝑏 − 𝑐)) and
𝜎 = {𝑎 ↦→ (𝑥 ⊕ 𝑦), 𝑏 ↦→ 2(𝑥 ∧ 𝑦), 𝑐 ↦→ 2(𝑥 ∧ 𝑦)})
→𝐸 (𝑥 ⊕ 𝑦) + 0
(by using 𝑎 − 𝑎 → 0 and 𝜎 = {𝑎 ↦→ 2(𝑥 ∧ 𝑦)})

→𝐸 (𝑥 ⊕ 𝑦)
(by using 𝑎 + 0→ 𝑎 and 𝜎 = {𝑎 ↦→ (𝑥 ⊕ 𝑦)}) .

2.3 Syntax-Guided Synthesis

Lastly, we introduce the basic concepts of syntax-guided synthe-
sis [3].

Context-Free Grammar. A context-free grammar is a tuple
𝐺 = ⟨𝑁, Σ, 𝑆, 𝛿⟩ where 𝑁 is a finite set of non-terminals, Σ is a
finite set of terminals, 𝑆 ∈ 𝑁 is the start non-terminal, and 𝛿 is
a set of production rules of the form 𝐴0 → 𝑓 (𝐴1, · · · , 𝐴𝑛) where
𝐴0, · · · , 𝐴𝑛 ∈ 𝑁 , 𝑓 ∈ Σ, and 𝑎𝑟𝑖𝑡𝑦 (𝑓 ) = 𝑛. Given a term 𝑡 ∈ TF,X ,
applying a production rule 𝐴→ 𝛽 ∈ 𝛿 to 𝑡 replaces an occurrence
of a non-terminal 𝐴 in 𝑡 with 𝛽 . All terms that can be generated by
𝐺 are called the language of 𝐺 and denoted by 𝐿(𝐺)1.

Syntax-Guided Synthesis. The syntax-guided synthesis (Sy-
GuS) problem [3] is a tuple ⟨𝐺,Φ⟩. The goal is to find a term
𝑝 ∈ 𝐿(𝐺) that satisfies the specification Φ in a decidable theory
T . We assume that each term 𝑝 is with a deterministic seman-
tics (denoted ⟦𝑝⟧). The specification Φ is a formula Φ(𝑥, 𝑝) that
relates the input 𝑥 and the output ⟦𝑝⟧ (𝑥) of 𝑝 . The goal is to find
a term 𝑝 ∈ 𝐿(𝐺) such that ∀𝑥 . Φ(𝑥, ⟦𝑝⟧ (𝑥)) is valid modulo the
decidable theory T . We often call𝐺 the syntactic specification and
∀𝑥 . Φ(𝑥, ⟦𝑝⟧ (𝑥)) the semantic specification.

Simplifying an MBA expression can be formulated as a syntax-
guided synthesis problem where the syntactic specification is a
grammar of MBA expressions and the semantic specification is a
formula representing the equivalence between the original MBA
expression and the simplified one.

1The grammar is actually called regular tree grammar. However, we stick to the more
familiar name context-free grammar for simplicity of presentation.

Example 2.5. Suppose that we want to simplify the MBA ex-
pression 𝑠 in Example 2.1. This problem can be formulated as a
syntax-guided synthesis problem The syntactic specification is the
grammar𝐺 = ⟨{𝑆,𝑉 ,𝐶}, F ∪X, 𝑆, 𝛿⟩ where 𝛿 comprises the follow-
ing production rules:

𝑆 → 𝑉 | 𝐶 | 𝑆 + 𝑆 | 𝑆 ⊕ 𝑆 | 𝑆 ∧ 𝑆 | 𝑆 − 𝑆 | · · ·
𝑉 → 𝑥 | 𝑦
𝐶 → 0 | 1 | 2 | · · ·

The non-terminal 𝑉 represents the set of variables X. The non-
terminal 𝐶 represents a set of constants. The start non-terminal 𝑆
represents the set of all MBA expressions involving the variables
and constants.

The semantic specification is the following formula defined in
the theory of bit-vectors of fixed-width 𝑛:

∀𝑥,𝑦 ∈ B𝑛 . ⟦𝑝⟧ (𝑥,𝑦) = ⟦𝑠⟧ (𝑥,𝑦)

where 𝑝 is the term to be synthesized. Given this problem, an
existing SyGuS solver [42] can find the minimal solution 𝑝 = 𝑥 ⊕ 𝑦
less than 0.1 seconds.

Among the existing SyGuS solvers based on various synthesis
strategies, enumerative solvers [4, 16, 26, 42] are the most suitable
for our purpose. That is because they enumerate all the candidate
solutions in a certain order guaranteeing that the first solution
found is minimal. On the other hand, other strategies such as sto-
chastic search [38] or probabilistic model-based search [7, 27] may
find a solution which is not minimal.

3 OUR APPROACH

This section describes our approach to the problem of simplifying
MBA expressions.

In theory, by using a sound and complete SyGuS solver as de-
scribed in Section 2, we can find a minimal sub-expression that is
semantically equivalent to an original MBA expression. However,
in practice, because MBA expressions are usually very large, this
method is not feasible due to the scalability issue of SyGuS solvers.

To address this scalability issue, we adopt a divide-and-conquer
approach that simplifies a given MBA expression by recursively
simplifying its sub-expressions. We divide the MBA expression into
multiple sub-expressions, simplify each sub-expression, and then
combine the simplified sub-expressions to obtain a simplified MBA
expression. This process is repeated until no further simplification
is possible.

3.1 The Overall Algorithm

The pseudocode of our algorithm is shown in Algorithm 1. The al-
gorithm is inspired by the prior work on optimizing homomorphic
encryption circuits using syntax-guided synthesis [25]. Though
the overall structure of the algorithm is similar to the prior work,
the key difference between our algorithm and the prior work [25]
lies in the learning process. While the prior work relies on offline
learning, where simplification rules are learned from a set of train-
ing examples and subsequently applied to target expressions, our
algorithm performs on-the-fly learning of rules. As will be demon-
strated in Section 5.4, this on-the-fly learning approach is more
effective than the offline learning approach.
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Algorithm 1 The on-the-fly learning-based MBA Deobfuscation
Require: 𝑃 : obfuscated MBA expression of 𝑛-bit input variables
Ensure: 𝑝: simplified MBA expression
1: 𝑝 ← SimplifyLinearMBAs(𝑃)
2: ℎ ← 1 ⊲ Height of sub-expressions to simplify
3: 𝐸 ← ∅ ⊲ Rule set
4: while ℎ ≤ Height(𝑝) do
5: 𝑊 ← 𝑃𝑜𝑠 (𝑝) ⊲ Positions of sub-expressions to simplify
6: while𝑊 ≠ ∅ do
7: remove a 𝑝𝑜𝑠 from𝑊

8: ⟨𝑟, 𝜎⟩ ← ChooseSubExpr(𝑝 |𝑝𝑜𝑠 , ℎ)
9: 𝑟 ′ ← Synthesize(𝑟 )
10: if 𝑟 ′ = ⊥ then

11: continue

12: else if |𝑟 ′ | < |𝑟 | then
13: 𝐸 ← 𝐸 ∪ {GeneralizeRule(𝑟 → 𝑟 ′)}
14: 𝑝 ← 𝑝 [𝑝𝑜𝑠 ← 𝜎 (𝑟 ′)]
15: 𝑝 ← ApplyRule(𝐸, 𝑝)
16: 𝑝 ← SimplifyLinearMBAs(𝑝)
17: 𝑊 ← 𝑃𝑜𝑠 (𝑝)
18: end if

19: end while

20: ℎ ← ℎ + 1
21: end while

22: return 𝑝

The algorithm takes as input an obfuscated MBA expression
𝑃 and returns a simplified MBA expression 𝑝 . At each iteration,
the algorithm chooses a sub-expression 𝑒 of a bounded height, and
attempts to synthesize a simpler sub-expression 𝑒′ that is equivalent
to 𝑒 . Then, the algorithm applies the rule 𝑒 → 𝑒′ to the other sub-
expressions to take advantage of the simplification. The algorithm
terminates when no further simplification is possible.

The algorithm first identifies linear MBA sub-expressions in 𝑃

and simplifies them (line 1) using an off-the-shelf deobfuscator for
linear MBA expressions [29, 34, 41]. After this step, all the linear
MBA sub-expressions in 𝑃 are simplified, but the other non-linear
MBA sub-expressions may be further reducible. Then, it initializes
the maximum height ℎ of sub-expressions to consider to be 1, the
rule set 𝐸 to be empty, and the set of positions𝑊 of sub-expressions
to be the set of all positions of 𝑃 (lines 2–5).

At each iteration of the inner loop, Given a position 𝑝𝑜𝑠 of a sub-
expression to consider (line 7), the ChooseSubExpr function chooses
a sub-expression 𝑟 of height at most ℎ at the position 𝑝𝑜𝑠 (line 8).
The ChooseSubExpr function substitutes some sub-expressions
with fresh variables and returns the resulting sub-expression 𝑟 and
the substitution 𝜎 . Section 3.2 describes how to implement the
ChooseSubExpr function.

Example 3.1. Consider the following MBA expression 𝑝:

𝑝 = (((𝑥2 × 𝑥3) ∧ (¬𝑥1)) + 𝑥2) − ((𝑥1 ∨ (𝑥2 × 𝑥3)) ∧ (𝑥2 − 𝑥1))
whose height is 4. Suppose that the height ℎ is 2 and the selected
position is the root position. Then, given the subterm 𝑝 |𝜖 and ℎ,
the ChooseSubExpr function returns the sub-expression

𝑟 = (𝑡1 + 𝑥2) − (𝑡2 ∧ 𝑡3)

along with a substitution

𝜎 = {𝑡1 ↦→ 𝑥2 × 𝑥3, 𝑡2 ↦→ 𝑥1 ∨ (𝑥2 × 𝑥3), 𝑡3 ↦→ 𝑥2 − 𝑥1}.
Note that the height of 𝑟 is 2 and 𝑡1, 𝑡2 and 𝑡3 are fresh variables
used to abstract away the corresponding sub-expressions to make
the height of 𝑟 at most ℎ.

Next, the algorithm invokes a SyGuS solver to synthesize a sim-
pler sub-expression 𝑟 ′ that is equivalent to the sub-expression 𝑟

(line 9). If the synthesis fails, the algorithm continues to another
sub-expression (line 10). If the synthesis succeeds and the size of
the synthesized sub-expression 𝑟 ′ is smaller than the size of the
original sub-expression 𝑟 (line 12), then it means we can obtain a
rewrite rule 𝑟 → 𝑟 ′.

To maximize the chance of applying the rule 𝑟 → 𝑟 ′ to other sub-
expressions, the algorithm generalizes the rule 𝑟 → 𝑟 ′ by replacing
sub-expressions that appear both in 𝑟 and 𝑟 ′ with variables (line 13),
and adds the generalized rule to the rule set 𝐸. After replacing the
old sub-expression 𝑟 with the new sub-expression 𝑟 ′ in 𝑝 (line 14),
it applies the rules in 𝐸 to other sub-expressions of 𝑝 to which the
rule 𝑟 → 𝑟 ′ can be applied (line 15).

After this process, existing non-linear MBA sub-expressions
may become linear MBA sub-expressions, and thus the algorithm
simplifies them again (line 16) using a linear MBA deobfuscator.

The algorithm then updates the set𝑊 to be the set of all positions
of the newly obtained expression 𝑝 (line 17), and repeats the inner
loop.

Because the set𝑊 is updated only when the expression 𝑝 is
changed, the inner loop terminates when no further simplification
is possible (line 19). Then, the algorithm increases the height ℎ of
sub-expressions to consider by 1 (line 20), and repeats the inner
loop again until the height ℎ of sub-expressions to consider exceeds
the height of 𝑝 (line 21). Finally, the algorithm returns the obtained
expression 𝑝 (line 22).

The reason why we increase the height ℎ of sub-expressions to
consider is that the algorithm may fail to simplify a sub-expression
of a limited height if reducible parts of the sub-expression are
abstracted by fresh variables. However, the algorithm may be able
to simplify it if the height of the sub-expression is increased.

Example 3.2. Consider theMBA expression 𝑝 and its sub-expression
𝑟 in Example 3.1. If we try to synthesize a simpler sub-expression
that is equivalent to 𝑟 of which the height is 2, the synthesis fails
to find a simpler sub-expression. However, if we try to synthesize
a simpler expression equivalent to 𝑝 in Example 3.1 of which the
height is 4, the synthesis succeeds to find a simpler sub-expression
𝑥1 ∨ ((𝑥2 × 𝑥3) ∨ (𝑥2 − 𝑥1)) and obtaining the following rewrite
rule:
(((𝑥2 × 𝑥3) ∧ (¬𝑥1)) + 𝑥2) − ((𝑥1 ∨ (𝑥2 × 𝑥3)) ∧ (𝑥2 − 𝑥1))
→ 𝑥1 ∨ ((𝑥2 × 𝑥3) ∨ (𝑥2 − 𝑥1))

Our algorithm is correct and terminating in the following sense.

Theorem 3.3. Algorithm 1 eventually returns a simplified MBA

expression 𝑝 that is equivalent to the input MBA expression 𝑃 .

3.2 The ChooseSubExpr Procedure
The ChooseSubExpr function depicted in Algorithm 2 chooses a
sub-expression 𝑟 of height at most ℎ of a given expression 𝑒 . If the
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Algorithm 2 ChooseSubExpr
Require: 𝑒: input MBA expression
Require: ℎ: maximum height of sub-expressions to consider
Ensure: a sub-expression of 𝑒
Ensure: a substitution from variables to expressions
1: if Height(𝑒) ≤ ℎ then

2: return ⟨𝑒, ∅⟩
3: else if ℎ = 0 then
4: 𝑥 ←a new fresh variable
5: return ⟨𝑥, {𝑥 ↦→ 𝑒}⟩
6: else
7: 𝜎 ← ∅
8: for 𝑖 ← 1 to number of children of 𝑒 do
9: ⟨𝑟, 𝜎′⟩ ← ChooseSubExpr(𝑒 |𝑖 , ℎ − 1)
10: 𝑒 ← 𝑒 [𝑖 ← 𝑟 ]
11: 𝜎 ← 𝜎 ∪ 𝜎′
12: end for

13: return ⟨𝑒, 𝜎⟩
14: end if

given expression 𝑒 has height at most ℎ, the function returns the
expression 𝑒 and an empty substitution (line 2). If the height ℎ is 0,
the function returns a fresh variable 𝑥 and a substitution {𝑥 ↦→ 𝑒}
(lines 4–5). Otherwise, the function chooses a sub-expression 𝑟

of height at most ℎ − 1 for each child of 𝑒 (line 8). During this
process, the function maintains a substitution 𝜎 from variables to
expressions (line 7), which is initially empty. As the children of 𝑒
are processed, the function updates the expression 𝑒 by replacing
the 𝑖-th child of 𝑒 with the sub-expression 𝑟 of the limited height
(line 10), and updates the substitution 𝜎 by conjoining 𝜎′ (line 11).
Finally, the function returns the expression 𝑒 and the substitution
𝜎 (line 13).

3.3 The Synthesize Procedure
Given a sub-expression 𝑒 where𝑉𝑎𝑟 (𝑒) = {𝑥1, . . . , 𝑥𝑡 } and𝐶𝑜𝑛𝑠𝑡 (𝑒) =
{𝑐1, . . . , 𝑐𝑚}, the Synthesize procedure aims to find a new sub-
expression 𝑒′ that is semantically equivalent to 𝑒 . This problem
is formulated as a SyGuS problem as follows. The target expres-
sion is 𝑒′ and the background theory is the theory of bit-vectors of
fixed-width 𝑛. The syntactic specification for 𝑒′ is

𝑆 → 𝑉 | 𝐶 | 𝑆 + 𝑆 | 𝑆 − 𝑆 | 𝑆 × 𝑆 | · · ·
𝑉 → 𝑥1 | 𝑥2 | · · · | 𝑥𝑡
𝐶 → 0 | 1 | 𝑐1 | 𝑐2 | · · · | 𝑐𝑚

where 𝑆 is the start symbol, and𝑉 and𝐶 are non-terminals for vari-
ables and constants, respectively.We include all the logical and arith-
metic operators in the theory of bit-vectors in the production rules
for 𝑆 . Precisely, the operators we use are (in SMT-LIB [8]) bvadd,
bvsub, bvmul, bvdiv, bvudiv, bvrem, bvurem, bvshl, bvashr, bvlshr,
bvneg, bvand, bvor, bvxor, and bvnot. The semantic specification
for 𝑒′ is

∀𝑥1, 𝑥2, · · · , 𝑥𝑡 ∈ B𝑛 . 𝑒 (𝑥1, · · · , 𝑥𝑡 ) = 𝑒′ (𝑥1, · · · , 𝑥𝑡 ).

The Synthesize procedure encodes this SyGuS problem in the SYNTH-
LIB format [3] and invokes a SyGuS solver to solve the problem.

Note that the SyGuS problem for the Synthesize procedure is de-
cidable because SyGuS problems with the theory of quantifier-free
bit-vectors without bitstring concatenation are decidable since the
domain is finite [14]. Furthermore, all enumerative SyGuS solvers
including EUSolver [4],Duet [26], and SimbaS [34] are sound and
complete in that they always return a solution if there exists one.
However, these solvers are not guaranteed to terminate within a
given timeout. If the solver returns a solution within the given time-
out, the procedure returns the solution as the new sub-expression
𝑒′. Otherwise, the procedure returns ⊥.

3.4 The GeneralizeRule Procedure
The GeneralizeRule procedure generalizes a rule 𝑙 → 𝑟 in a similar
way to the Normalize procedure in the work by Lee et al (Section
4.2.4 in [25]). It first identifies sub-expressions that are common to
both 𝑙 and 𝑟 . Then, it replaces the common sub-expressions with
fresh variables.

Example 3.4. Consider the rewrite rule in Example 3.2. The com-
mon sub-expressions that are shared by both left-hand side and
right-hand side are 𝑥2 ×𝑥3 and 𝑥2 −𝑥1. If we replace these common
sub-expressions with fresh variables 𝑦1 and 𝑦2, respectively, the
rule becomes

((𝑦1 ∧ (¬𝑥1)) + 𝑥2) − ((𝑥1 ∨ 𝑦1) ∧ 𝑦2) → 𝑥1 ∨ (𝑦1 ∨ 𝑦2).

Because the replacement of common sub-expressions with fresh
variables may change the semantics of the rule, it checks whether
the rule is still valid after the replacement using an SMT solver. If the
rule is valid, the procedure returns the generalized rule. Otherwise,
the procedure returns ⊥.

Example 3.5. Suppose we are given the following rule

(𝑎 ∧ 𝑏) ∧ (𝑏 ∧ 𝑎) → (𝑎 ∧ 𝑏) ∧ 𝑏.
If we replace the common sub-expression (𝑎 ∧ 𝑏) with a fresh
variable 𝑥 , the rule becomes

𝑥 ∧ (𝑏 ∧ 𝑎) → 𝑥 ∧ 𝑏.
This rule is not valid because the left-hand side of the rule is not
equivalent to the right-hand side.

3.5 The ApplyRule Procedure
Given a set of rules 𝐸 and an expression 𝑒 , the ApplyRule procedure
applies rules in the set 𝐸 to 𝑒 . It is based on the following term
rewriting system whose rewrite relation is defined by the set of
rules 𝐸.

𝑠 →𝐸 𝑡 ⇔ ∃𝑙 → 𝑟 ∈ 𝐸, 𝑝 ∈ 𝑃𝑜𝑠 (𝑠), 𝜎 ∈ 𝑆𝑢𝑏 (TF,X).
𝑠 |𝑝 = 𝜎 (𝑙), |𝜎 (𝑙) | > |𝜎 (𝑟 ) |, 𝑡 = 𝑠 [𝑝 ← 𝜎 (𝑟 )] .

Because our goal is to reduce the size of the expression 𝑒 , we admit
only those rules that reduce the size of the expression 𝑒 . This is
why we require that |𝜎 (𝑙) | > |𝜎 (𝑟 ) | in the above definition.

The ApplyRule procedure returns a new expression 𝑒′ such that
𝑒 →∗

𝐸
𝑒′, where→∗

𝐸
is the reflexive transitive closure of→𝐸 .

Since the rewrite relation→𝐸 is not confluent in general2, the
ApplyRule procedure may return different expressions for the same
2A term rewriting system is confluent if for any terms 𝑠, 𝑡1, 𝑡2 such that 𝑠 → 𝑡1 and
𝑠 → 𝑡2 , there exists a term 𝑡 such that 𝑡1 →∗ 𝑡 and 𝑡2 →∗ 𝑡 .
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input expression depending on the order of rules in 𝐸. To avoid this
non-determinism, the ApplyRule procedure applies rules in 𝐸 in
a fixed order. In case of multiple rules that can be applied to the
same sub-expression, the procedure applies the rule that is learned
least recently.

3.6 Optimizations

We apply several optimizations to the algorithm to improve the
simplification performance.

Using an Initial Set of Rules. To expedite the simplification
process, instead of starting from the empty set of rules (line 5 in
Algorithm 1), we start from a set of simple rules. For example,
the initial set of rules include basic arithmetic properties such as
𝑥 + 0 → 𝑥 , 𝑥 × 1 → 𝑥 , 𝑥 − 𝑥 → 0 and 𝑥 × 0 → 0. Though such
simple rules can be learned by the algorithm, we can save the time
to learn them by providing them as the initial set of rules.

Optimizations for theChooseSubExprProcedure. In the Choos-
eSubExpr procedure, we use the same fresh variable for the same
sub-expression to avoid generating redundant fresh variables. This
optimization is necessary not to miss the opportunity to synthesize
a smaller expression.

Example 3.6. Suppose the procedure is given the following ex-
pression 𝑒 along with the maximum height ℎ = 1.

(𝑥1 + 𝑥2) − (𝑥1 + 𝑥2).
According to the ChooseSubExpr procedure as described in Algo-
rithm 8, it first recursively calls itself with the left sub-expression
(𝑥1 + 𝑥2) and the maximum height ℎ = 0. Then, it returns a fresh
variable 𝑦1 for the sub-expression (𝑥1 + 𝑥2). Next, it recursively
calls itself with the right sub-expression (𝑥1+𝑥2) and the maximum
height ℎ = 0. Then, it returns another fresh variable 𝑦2 for the sub-
expression (𝑥1 + 𝑥2). The resulting expression and the substitution
are 𝑦1 −𝑦2 and {𝑦1 ↦→ (𝑥1 + 𝑥2), 𝑦2 ↦→ (𝑥1 + 𝑥2)}, respectively. The
syntheizer cannot synthesize a smaller expression that is equivalent
to the expression 𝑦1 − 𝑦2 as it cannot recognize that 𝑦1 and 𝑦2 are
the same sub-expression. If we use the same fresh variable for the
same sub-expression, the procedure returns the same fresh variable
𝑦1 for the sub-expression (𝑥1 + 𝑥2). Then, the resulting expression
and the substitution would be 𝑦1 − 𝑦1 and {𝑦1 ↦→ (𝑥1 + 𝑥2)}, re-
spectively. The synthesizer can synthesize a smaller expression 0
to replace 𝑦1 − 𝑦1.

To avoid generating different fresh variables for the same sub-
expression, we use a hash table to store the mapping from sub-
expressions to fresh variables and check whether the same sub-
expression has already been assigned a fresh variable. If so, we use
the same fresh variable for the sub-expression.

Optimization for the Synthesize Procedure. If the Synthesize
procedure fails to synthesize an equivalent expression for a given
expression 𝑒 and 𝑒 can be viewed as an expression of the form
𝑒1 ⊙ 𝑒2 ⊙ · · · ⊙ 𝑒𝑛 , where ⊙ is an associative and commutative
operator and 𝑒1, . . . , 𝑒𝑛 are MBA expressions, then we attempt to
synthesize an equivalent but smaller expression for every possible
pair of sub-expressions 𝑒𝑖 ⊙ 𝑒 𝑗 .

To understand the necessity of this optimization, consider the
following example.

Example 3.7. Suppose the Synthesize procedure at line 9 in Al-
gorithm 1 fails to synthesize a smaller expression that is equivalent
to the following given expression 𝑟 :

−5𝑦 + (9(¬𝑥) + (5(𝑥 ∧ 𝑦) + 𝑥𝑦)).
The failure of the Synthesize procedure does not necessarily mean
that the given expression is already the smallest expression. Indeed,
there is a sub-expression 𝑒 = −5𝑦 + 5(𝑥 ∧ 𝑦) that can be simplified
into −5(𝑦 ∧ (¬𝑥)).

Not to miss such a simplification opportunity, we can treat as-
sociative and commutative binary operators as n-ary operators
and regard every possible combination of operands of the n-ary
operator as a potential sub-expression to be simplified. However,
this may result in a large number of sub-expressions for which we
need to synthesize equivalent but smaller expressions. To reduce
the number of sub-expressions, we consider only pairs of operands
of the n-ary operator.

For the expression 𝑟 , we attempt to synthesize an equivalent
but smaller expression for each of the following sub-expressions:
−5𝑦+5(𝑥∧𝑦),−5𝑦+𝑥𝑦,−5𝑦+9(¬𝑥), 5(𝑥∧𝑦)+𝑥𝑦, 5(𝑥∧𝑦)+9(¬𝑥), and
𝑥𝑦 + 9(¬𝑥). Then, the synthesizer can simplify the sub-expression
−5𝑦 + 5(𝑥 ∧ 𝑦) into −5(𝑦 ∧ (¬𝑥)). Therefore, we can replace the
sub-expression −5𝑦 + 5(𝑥 ∧ 𝑦) with −5(𝑦 ∧ (¬𝑥)) to obtain the
following expression:

−5(𝑦 ∧ (¬𝑥)) + (𝑥𝑦 + (9(¬𝑥))) .

If the synthesizer fails to synthesize an equivalent but smaller
expression for every pair of sub-expressions, the Synthesize proce-
dure returns ⊥ to indicate that the expression cannot be simplified
further.

4 IMPLEMENTATION

We have implemented our approach as a tool named ProMBA3.
ProMBA is written in OCaml and consists of 2800 lines of code.
As depicted in Algorithm 1, our ProMBA system consists of three
major components: (1) a linear MBA deobfuscation engine, (2) a
SyGuS solver, and (3) a verifier for checking the correctness of
generalized rewrite rules.

Coincidentally, the linear MBA deobfuscation engine and the Sy-
GuS solver used in ProMBA have the same name, Simba. To avoid
confusion, we call the linear MBA deobfuscation engine SimbaD
and and the SyGuS solver SimbaS in the rest of this paper.

The linear MBA deobfuscation engine SimbaD [34] is based on
algebraic simplification. Given a linear MBA expression, SimbaD
obtains input-output examples by evaluating the expression with
all possible combinations of zeros and ones considering all input
variables as 1-bit variables. Then, from the input-output examples,
it constructs a linear combination of terms where each term is a
conjunction of input variables. After applying several simplification
rules, it obtains a simpler equivalent expression. This process is
quite effective for linear MBA expressions, but it is not applicable to
non-linear MBA expressions. Therefore, we can use SimbaD only
for linear MBA expressions.
3Tool is available at https://github.com/astean1001/ProMBA
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We chose SimbaD among the existing linear MBA deobfuscation
tools because it is the most effective tool in terms of success rate
and running time as shown in the previous work [34].

For the SyGuS solver, we use the SimbaS SyGuS solver [42].
SimbaS adopts an enumerative search strategy that synergistically
combines the top-down and bottom-up enumerative search strate-
gies. Most of all, SimbaS is specialized for the synthesis of bit-vector
expressions by using a highly precise static analysis for bit-vectors
to prune the search space. Therefore, according to the experiment
in [42], SimbaS is the most efficient SyGuS solver for synthesizing
bit-vector expressions. For each SyGuS query, we set the timeout
to 20 seconds.

Lastly, for verifying the correctness of generalized rewrite rules,
we use the Z3 SMT solver [17].

5 EVALUATION

This section evaluates our ProMBA system to answer the following
research questions:

• RQ1: How effective is ProMBA for deobfuscating MBA ex-
pressions in terms of success rate and running time?
• RQ2: How does ProMBA compare with the state-of-the-art
MBA deobfuscation tool?
• RQ3:What is the impact of the underlying synthesis engine
on the performance of ProMBA?
• RQ4: How effective is ProMBA’s on-the-fly learning of
rewrite rules?
• RQ5: How effective is ProMBA’s optimization techniques
described in Section 3.6?

All of our experiments were conducted on a Linux machine with
Intel Xeon 2.6GHz CPUs and 256GB of memory. Furthermore, we
use 𝑛 = 64 bits in all experiments (i.e., all input variables of MBA
expressions are 64-bit variables).

5.1 Experimental Setup

Datasets. We aim to evaluate ProMBA using a large number of
non-linear MBA expressions. Note that we do not consider linear
MBA expressions in our evaluation. ProMBA deobfuscates any
linear MBA sub-expressions using the state-of-the-art linear MBA
deobfuscation tool SimbaD [34], thereby focusing on more compli-
cated non-linear MBA sub-expressions. Since applying ProMBA on
linear MBA expressions is simply equivalent to applying SimbaD,
we exclude existing datasets containing only linear MBA expres-
sions, such as the Neureduce dataset [19].

Table 1 summarizes the characteristics of the datasets. The ground
truth (i.e., the original expression before obfuscation) is available for
every MBA expression in the datasets. We collect 4011 non-linear
MBA expressions from the following sources:

• MBA-Solver dataset: This dataset comprises 2011 MBA
deobfuscation problems used to evaluateMBASolver [41].
The dataset contains both non-linear polynomial and non-
polynomial MBA expressions.
• QSynth dataset: This dataset comprises 500 MBA deob-
fuscation problems used to evaluate QSynth [16]. The 500
MBA expressions are obfuscated with the EncodeArithmetic

scheme [15] in the Tigress obfuscator [2].

• Loki dataset: This dataset comprises 1500 MBA deobfusca-
tion problems. All of the MBA expressions are obfuscated
with the recursive and randomized expression rewriting
method used in the Loki obfuscator [39]4. Among them,
1000 MBA expressions were used to evaluate the obfusca-
tion resilience of Loki against existing four MBA deobfusca-
tion tools (MBABlast, SSPAM,Arbyo, andNeuReduce). To
meet the various requirements of the four tools, these 1000
MBA expressions are in a limited form that only contains
addition, subtraction, logical and, logical or, and logical xor
operations without any constants. To evaluate the effective-
ness of ProMBA against the full-fledged MBA obfuscation,
we additionally generate 500 MBA expressions that contain
constants and all of the arithmetic and logical operations by
using the full-fledged MBA expression generator in Loki.

Baseline MBA Deobfuscator. We compare ProMBA to two
state-of-the-art MBA deobfuscation tools:MBASolver [41], which
guarantees the correctness of deobfuscation but can only deobfus-
cate a limited class of non-linear MBA expressions, and Syntia [10],
which can deobfuscate a wide range of non-linear MBA expressions
but does not guarantee the correctness of deobfuscation.

MBASolver [41] is specialized for deobfuscating linear MBA
expressions, but it can also deobfuscate a limited class of non-linear
MBA expressions that only contain addition, subtraction, multiplica-
tion, logical and, logical or, and logical not operations.MBASolver
transforms bitwise sub-expressions in an MBA expression into lin-
ear ones and uses various heuristic rules to further simplify the
expression. The rules include replacing common sub-expressions
with variables, using a pre-computed mapping table for commonly
used MBA expressions, and the common math rules such as the
distributive law and additive cancellation. MBASolver requires
the user to provide additional information about a target MBA ex-
pression if it contains a non-polynomial sub-expression. It replaces
the non-polynomial sub-expression with a fresh variable, performs
deobfuscation on the substituted polynomial expression, and then
reverts the substitution to obtain the final result. The user provides
the information about which sub-expression to substitute. We pro-
vide the largest and most frequently appearing non-polynomial
sub-expression. We letMBASolver perform deobfuscation on ev-
ery sub-expression until there are no more sub-expressions that
can be reduced by it.

Syntia [10] is capable of deobfuscating any arbitrary MBA ex-
pression by synthesizing a deobfuscated expression from finitely
many input-output examples. The correctness of the deobfuscated
result is not guaranteed. Syntia’s algorithm is based on Monte
Carlo Tree Search (MCTS), which is a heuristic search algorithm
with a random component. For each deobfuscation task, we exe-
cute Syntia 30 times, each with 10 randomly selected input-output
examples, and select the best outcome as the final result.

There are other MBA deobfuscation tools which we do not com-
pare against due to the following reasons.
• SimbaD [34],MBABlast [29]: These tools only target linear
MBA expressions.

4The recursive expression rewriting bound, which is the maximum number of subse-
quent applications of rewriting rules to an expression, is set to 30.
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Table 1: Characteristics of the datasets. “Type" indicates the number of (non-linear) polynomial and non-polynomial MBA

expressions. “#Vars", “Size", and “Original Size" report the number of input variables, the size of the obfuscatedMBA expressions,

and the size of the original expressions before obfuscation (i.e., ground truth), respectively.

Datasets Type #Vars (Min/Max/Avg) Size (Min/Max/Avg) Original Size (Min/Max/Avg)

MBA-Solver Poly: 1008 Non-poly: 1003 1 / 4 / 2.79 4 / 606 / 191.89 1 / 32 / 13.17
QSynth Poly: 0 Non-poly: 500 1 / 3 / 2.32 13 / 2593 / 245.8 6 / 21 / 13.4
Loki Poly: 3 Non-poly: 1497 1 / 4 / 2.16 17 / 34553 / 1568.53 3 / 7 / 3.65

Total Poly: 1011 Non-poly: 3000 1 / 4 / 2.5 4 / 34553 / 713.44 1 / 32 / 9.64
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Figure 3: The distribution of the size of deobfuscated expressions for each dataset. We compare the results of ProMBA with

those of MBASolver and Syntia.

• SSPAM [18] and NeuReduce [19]5 : These tools have been
shown ineffective in deobfuscating large non-linear MBA
expressions [39].
• QSynth [16] and Xyntia [31]: The core algorithms of these
tools are similar to Syntia, which is synthesis from random
input-output examples. Therefore, we believe that comparing
Syntia with ProMBA suffices for our evaluation.
• Gamba [35]: The tool was not publicly available at the time
of writing. We qualitatively compare ProMBA with Gamba
in Section 7.

Evaluation Metrics. We evaluate ProMBA in terms of the fol-
lowing metrics:
• Size of the deobfuscated expression: Considering expres-
sions as abstract syntax trees (ASTs), we measure the size of
deobfuscated expressions by the number of AST nodes.
• Success Rate: We measure the success rate of the tools. We
consider a deobfuscation task to be successful if the size of
the deobfuscated expression is smaller than or equal to the
size of the ground truth, and the deobfuscated expression
is semantically equivalent to the ground truth. Since the
ground truth is not necessarily the smallest expression in
terms of the semantics, a deobfuscated expression may be
smaller than the ground truth.
• Time: We measure the time taken by the tools for deobfus-
cation with a timeout limit of 1 hour. In case of timeout, an

5In particular, NeuReduce can handle MBA expressions with up to 100 characters in
length, which is not the case for most of the MBA expressions in our dataset.

intermediate result simplified so far is considered the final re-
sult in case of ProMBA andMBASolver. In case of Syntia,
if the timeout occurs, the tool returns no result.

5.2 Effectiveness of ProMBA

Deobfuscation Effectiveness. Table 2 summarizes the over-
all performance of ProMBA, MBASolver, and Syntia. Overall,
ProMBA outperforms MBASolver in all metrics. ProMBA suc-
cessfully simplifies 84.4% of the MBA expressions with an average
time of 100 seconds. Most notably, the average size of the deobfus-
cated expressions produced by ProMBA is 9.39, which is smaller
than the average size of the ground truth (9.64). On the other hand,
MBASolver is able to successfully simplify only 13.2% of the MBA
expressions with an average time of 141 seconds. MBASolver pro-
duces deobfuscated expressions with an average size of 344.5, which
is much larger than the average size of the ground truth. Syntia
simplifies only 39.4% of the MBA expressions with an average time
8.8 seconds. While Syntia is faster than ProMBA, it can only deob-
fuscate expressions whose ground truth is small (≤ 7 in AST size),
which is reflected in the small average size of the deobfuscated
expressions.

The performance of ProMBA is stable across the datasets. For ev-
ery dataset, it generates smaller expressions than the ground truth
on average. On the other hand,MBASolver generates larger expres-
sions than the ground truth on average except for the MBA-Solver
dataset, and Syntia often fails to deobfuscate MBA expressions
in the MBA-Solver and QSynth datasets. This result suggests that
ProMBA is not limited to a specific type of obfuscation, and gener-
ally applicable to the state-of-the-art MBA obfuscation techniques.
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Table 2: Statistics of the deobfuscated expressions generated by ProMBA andMBASolver. The numbers in bold indicate the

best results.

Size (Avg.) Success Rate Time (Avg.)

Dataset ProMBA MBASolver Syntia ProMBA MBASolver Syntia ProMBA MBASolver Syntia

MBA-Solver 11.76 21.67 4.61 80.31% 25.16% 17.45% 65.64s 6.3s 12.95s
QSynth 17.48 77.71 4.72 62.8% 4.2% 22.8% 241s 64.83s 12.37s

Loki 3.51 866.25 3.1 97.2% 0.13% 74.4% 100.03s 347.77s 2.07s

Total 9.39 344.5 3.55 84.44% 13.19% 39.42% 100.36s 141.29s 8.81s

Table 3: Results for 15 randomly chosen deobfuscation tasks (“Obf.” and “Orig.”: the sizes of the obfuscated expression and

the ground truth, “L.Time”, “S.Time”, “R.Time”: the portion of time spent on the linear deobfuscator, synthesizer and term

rewriter resp., “L.Reduce”, “S.Reduce”: the portion of size reduced by the linear deobfuscator and synthesizer resp., “# Rules”:

the number of rules, “# Rewrites”: the number of rule applications, “Size”: the size of the deobfuscated expression (“-” indicates

a failure), “Time”: the time taken for deobfuscation by each tool).

MBASolver Syntia ProMBA

Dataset ID Obf. Orig. Size Time Size Time Size Time L.Time S.Time R.Time L.Reduce S.Reduce #Rules #Rewrites

Loki 227 621 3 349 393s 3 0.15s 3 90s 42s 36s 12s 80.1% 19.9% 38 13
Loki 364 2438 3 1689 194s 3 0.29s 3 364s 33s 221s 110s 14.91% 85.09% 99 1274
Loki 1029 312 7 139 11s - 0.14s 3 22s 15s 6s 1s 74.43% 25.57% 11 27
Loki 1124 753 6 208 29s 5 5.51s 5 30s 16s 11s 3s 44.92% 55.08% 14 61
Loki 1235 1139 7 950 88s 3 0.16s 2 21s 19s 1s 1s 11.52% 88.48% 5 19

MBA-Solver 410 53 17 25 0.04s - 16.29s 15 136s 15s 120s 1s 50% 50% 13 25
MBA-Solver 857 91 22 27 0.04s - 16.60s 21 249s 30s 217s 2s 78.57% 21.43% 13 34
MBA-Solver 1193 442 5 16 0.06s - 1s 5 7s 3s 4s 0s 99.54% 0.46% 12 0
MBA-Solver 1350 260 6 10 0.05s 4 0.22s 4 6s 3s 2s 1s 80.08% 19.92% 13 1
MBA-Solver 1813 472 23 45 0.13s - 15.26s 9 8s 3s 5s 0s 97.62% 2.38% 12 0
QSynth 211 929 19 249 145s - 16.12s 7 90s 38s 40s 12s 15.62% 84.38% 23 44
QSynth 255 257 12 55 46s - 16.08s 10 104s 21s 75s 8s 8.1% 91.9% 18 16
QSynth 283 62 10 24 49s - 16.14s 10 66s 19s 46s 1s 15.38% 84.62% 15 2
QSynth 361 83 13 27 52s - 15.61s 7 31s 8s 20s 3s 42.11% 57.89% 13 4
QSynth 465 395 17 115 54s - 15.52s 43 854s 9s 820s 4s 0% 100% 16 88

Table 4: Statistics of the number of learned rules and appli-

cation of the rules.

Dataset # of Rules (Avg.) # of Applications (Avg.)

MBA-Solver 12.7 9.05
QSynth 16.33 20.14
Loki 46.15 258.97

Total 25.66 103.9

Also, ProMBA is scalable enough to handle large expressions.
With an average time of 100 seconds, it can simplify the Loki dataset
comprising fairly large expressions (up to 34553 AST nodes). On the
other hand,MBASolver is more than 3 times slower than ProMBA
on average for the Loki dataset. Syntia can quickly deobfuscate
the Loki dataset because the cost of sampling random input-output
examples is irrelevant to the size of the expressions. However, the
correctness of the deobfuscated expressions is not guaranteed.

Result in Detail. We discuss the results for each dataset in detail.
Table 3 shows the results for 15 obfuscated expressions (5 for each

dataset). Out of the 15 expressions, ProMBA generates smaller
expressions than the ground truth in 14 expressions. In contrast,
MBASolver cannot generate expressions as small as the ground
truth in any of the expressions.

The results suggest the synergistic combination of linear MBA
deobfuscation, synthesis, and term rewriting enables ProMBA’s
stable performance across all the datasets of different characteris-
tics. For expressions containing many linear MBA sub-expressions
(e.g., MBA-Solver #1193, #1682), the linear deobfuscator can quickly
simplify a large portion of the expression, and the synthesis en-
gine can simplify the remaining small portion of the non-linear
sub-expressions, achieving a good efficiency. For expressions con-
taining few linear sub-expressions (e.g., QSynth #465, Loki #1235),
the synthesizer plays a more important role in simplifying the ex-
pression by synthesizing the non-linear sub-expressions, achieving
a good coverage. For expressions for which specific complex MBA
obfuscation rules are repeatedly applied (e.g., Loki #364), the term
rewriter can efficiently simplify the expressions by reusing the
learned rules, achieving a good efficiency.

In terms of time spent by linear MBA deobfuscation, synthesis,
and term rewriting, synthesis is the most dominant in general. The
linear MBA deobfuscation phase takes less than a minute in all
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cases, and the term rewriting phase takes around 10 seconds ex-
cept for one case (Loki #364). However, the synthesis phase takes
up to 13 minutes. This is due to the large search space that the
synthesizer has to explore and the time spent on SMT solving by
the synthesizer. The synthesizer occasionally checks if a solution
candidate is semantically equivalent to the original expression. This
process is done by an SMT solver, which takes a significant amount
of time when the original expression is large and complex. In case
of QSynth #465, the original expression is a high-degree polyno-
mial MBA expression for which checking equivalence is difficult
for the SMT solver. The significant overhead of synthesis leads
to the sub-optimal performance of ProMBA in terms of the size
of the simplified expression because the synthesizer often fails to
find the optimal solution within the time limit. The term rewriting
phase usually takes less than 10 seconds except for Loki #364 where
the term rewriting phase takes about 2 minutes. Because there are
many rules that can be applied to the expression in Loki #364 (99
rules in total, which is the largest number of rules applied in all the
deobfuscation tasks), and the target obfuscated expression is large
(2438 nodes), searching for a sub-expression that can be replaced
by another according to the rules takes a long time. Similar obser-
vations can be made for many other tasks in the Loki dataset. The
number of rules learned in the Loki dataset is 46 on average, which
is larger than the number of rules learned in the other datasets
(16 and 12 on average for QSynth and MBA-Solver, respectively).
Therefore, the term rewriting phase takes 4 and 16 times longer
in the Loki dataset than in the QSynth and MBA-Solver datasets,
respectively.

Learning Capability. We evaluate the learning capability of
ProMBA by measuring the number of rewrite rules learned during
the deobfuscation process and the number of times the learned
rules are applied to rewrite expressions. Table 4 summarizes the
results. On average, ProMBA learned an average of 25.7 rewrite
rules and applied them 103.9 times. The rule sizes (the size of a rule
𝑙 → 𝑟 is measured by |𝑙 |) range from 3 to 224, with an average of 3.4.
ProMBA learns fewer rules for the MBA-Solver dataset and applies
them fewer times compared to the other datasets. This is because
the MBA-Solver dataset contains many linear MBA sub-expressions
which can be simplified by the linear MBA deobfuscator, leaving
fewer opportunities for the synthesizers to learn rules.

We observe that ProMBA can learn and apply complex rules
that can be hardly discovered by human experts. For example, the
following intricate rules enable ProMBA to significantly simplify
the expressions in the Loki dataset.

(¬((𝑦 + 𝑦) ∧ 𝑥) ∨ 𝑦) + ((𝑦 ∨ (𝑦 ≪ 1)) ∧ 𝑥) → 𝑥 ∨ ¬𝑦
On the other hand, MBASolver cannot simplify the left-hand side
of the above rule because it is a non-polynomial MBA expression
beyond the scope of MBASolver.

Failure Analysis. The inability of ProMBA to achieve success
in 16% of the entire dataset is primarily attributed to the limited
scalability of the SyGuS solver and the SMT solver. To investigate
why ProMBA fails to deobfuscate some expressions, we randomly
selected 100 failed cases evenly from the three datasets and at-
tempted to double the allowed time for each synthesis attempt. As a

result, 71 of the 100 cases became successful. However, the other 29
cases still failed even with the extended synthesis time due to the
limitations of the SMT solver. In these instances, the SMT solver
could not determine the equivalence between the ground truth and
a solution candidate generated by the synthesizer within the time
limit. This result suggests that as the scalability of the SyGuS and
SMT solvers improves, the success rate of ProMBA will increase.

We also analyze the size of the deobfuscated expressions in
the unsuccessful cases. We measure the ratio of the size of the
deobfuscated expressions to the size of the ground truth. In the case
of ProMBA, the average ratio in the MBA-Solver, QSynth, and Loki
datasets is 1.22, 2.05, and 1.73, respectively. The average ratio for
the entire dataset is 1.46. In the case of MBASolver, the average
ratio in the three datasets is 1.81, 4.42, and 167.78, respectively. The
average ratio for the entire dataset is 14.92. The result suggests that
ProMBA can generate deobfuscated expressions that are closer to
the ground truth across all datasets.

Summary of the Results. ProMBA can effectively deobfuscate
a broad range ofMBA expressions obfuscated by the state-of-the-art
obfuscation tools, and is scalable enough to handle large expres-
sions.

5.3 Comparison to the Baseline Tools

In addition to Table 2 that summarizes the overall performance of
the three tools, Figure 3 visualizes the comparison among the tools
in terms of the size of the deobfuscated expressions by each tool in
each dataset. We sort the deobfuscated expressions by size and plot
them in order of increasing size. The closer to the X-axis, the better
the performance. In case of Syntia, the cases of timeout are not
included in the plot because the tool does not generate any output
for those cases.

Comparison to MBASolver. ProMBA significantly outper-
forms MBASolver in terms of all of the metrics as already shown
in Table 2. In addition, according to Figure 3, ProMBA generates
significantly smaller expressions compared to MBASolver in all
datasets. In particular, for the Loki dataset, on average, ProMBA
generates expressions 200 times smaller than MBASolver.

Themajor reason for the advantage of ProMBA overMBASolver
is that the datasets includemanyMBA expressions thatMBASolver
cannot support.MBASolver gives up on simplifying a large portion
of the expressions in the QSynth and Loki datasets because it cannot
support many operators such as left shift, right shift, division, and
modulo. Also, we observe the heuristic used by MBASolver often
fails to simplify expressions that include non-linear sub-expressions.
For example, for the expression ¬(−((𝑎 ≪ 2) ⊕ ((𝑎 ≪ 2))),
MBASolver substitutes the sub-expression (𝑎 ≪ 2) with a new
variable 𝑡 hoping for generating a polynomial expression that can
be simplified by its algebraic method. This results in the expression
¬(−(𝑡 ⊕ 𝑡)), which is still non-polynomial and cannot be simplified
byMBASolver. On the other hand, ProMBA does not have such
limitations thanks to its synthesis-based approach.

Comparison to Syntia. ProMBA outperforms Syntia in terms
of the success rate of deobfuscation as shown in Table 2, but Syntia
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Table 5: Result of the comparison between three variants

using different learning strategies.

OnTheFly Offline NoLearn

Time (Avg.) 66.17 18.31 176.95
Size (Avg.) 8.34 255.29 8.93
Success Rate 91% 78% 88%

is faster than ProMBA. The average size of the deobfuscated expres-
sions by Syntia is smaller than that of ProMBA, but it is due to the
fact that Syntia can only generate small expressions as suggested
by the distribution of the solution sizes of Syntia in Figure 3.

The reason for the efficiency of Syntia is that it does not check
the equivalence between the original and deobfuscated expressions.
It just checks the equivalence with respect to a limited number of
inputs. On the other hand, ProMBA spends a significant amount of
time to check the equivalence between original and deobfuscated
sub-expressions for all inputs during the deobfuscation process.
Because this equivalence check is expensive, ProMBA is slower
than Syntia.

The cost for the better efficiency of Syntia is that it does not
guarantee the correctness of the deobfuscated expressions. Syntia
yields results that are not semantically equivalent to the original
expressions for 11 deobfuscation tasks, whereas ProMBA always
generates semantically equivalent expressions.

Summary of the Results. ProMBA outperforms the state-of-
the-art baseline tools MBASolver in all aspects and Syntia in
terms of the success rate of deobfuscation. Although Syntia is
faster than ProMBA, it does not guarantee the correctness of the
deobfuscated expressions, and it fails to generate a solution when
the ground truth is large. ProMBA is not restricted to small ground
truth expressions, and it guarantees the correctness of the deobfus-
cated expressions.

5.4 Efficacy of On-the-fly Learning of Rewrite

Rules

We now evaluate the efficacy of the on-the-fly learning of rewrite
rules. We compare the performance of three variants of ProMBA,
each using a different learning strategy:
• OnTheFly: This variant learns and applies rewrite rules dur-
ing the deobfuscation process (i.e., the original ProMBA).
• Offline: This variant is similar to [25]. It learns rewrite rules
from a set of training deobfuscation tasks and applies them
to target deobfuscation tasks. No new rules are learned and
used in the target deobfuscation tasks.
• NoLearn: This variant relies only on sythesis for deobfus-
cation. No rules are learned for reuse from the synthesis
attempts.

We compare the performance of three variants on 100 randomly
chosen deobfuscation tasks from the entire datasets. The 100 tasks
are evenly distributed across the datasets. For theOffline variant, we
conduct 2-fold cross validation. That is, we use 50 randomly chosen
tasks for training and the other remaining 50 tasks for testing and

repeat the process with the two sets of tasks swapped to obtain the
performance of the variant on the entire set of 100 tasks. Again, the
training and testing tasks are evenly distributed across the datasets.

Table 5 summarizes the results. The OnTheFly variant outper-
forms the other two variants in terms of both the size of the de-
obfuscated expressions and the success rate. The Offline variant
is the fastest. This is because it only applies rewrite rules with-
out performing synthesis, which is the most time-consuming part.
However, the average size of the deobfuscated expressions is the
largest among the three variants, and the success rate is the lowest.
That is because it often fails to deobfuscate expressions not covered
by the rewrite rules learned from the training tasks. The Offline

variant is even worse than NoLearn in terms of the success rate.
This result shows that relying on a pre-learned set of rewrite

rules, which is the approach in [25], is not effective for MBA deobuf-
scation due to the highly diverse rules used for MBA obfuscation.

The NoLearn is the slowest among the three variants. That is
because it cannot reuse any rewrite rules and has to perform syn-
thesis multiple times even for the same subexpressions. Therefore it
often exhausts the time limit for each task and returns a suboptimal
solution. This result shows that reusing learned rewrite rules is
essential for efficient deobfuscation.

We further analyze the Offline variant to understand how sensi-
tive it is to the training tasks. Instead of using the training tasks
which are evenly distributed across the datasets, we use 50 tasks
from the Loki dataset and the other 50 tasks from the other two
datasets for training and testing and repeat the process with the
two sets of tasks swapped. The average size of the deobfuscated
expressions is 443.3, which is 1.7 times larger than the average size
of 255.3 when the training tasks are evenly distributed across the
datasets. This result shows that the Offline variant is sensitive to
the training tasks and it is important to use a set of training tasks
diverse enough to cover various obfuscation rules, which is difficult
in practice since the obfuscation rules used in target obfuscated
programs cannot be unknown in advance.

Overall, the results justify the need for our on-the-fly learning
approach to deobfuscate MBA expressions efficiently and effec-
tively.

Summary of the Results. The on-the-fly learning approach is
essential for deobfuscating MBA expressions efficiently and effec-
tively due to the highly diverse rules used in obfuscating MBA
expressions. The offline learning approach [25] is highly sensitive
to training data and exhibits a poor performance when the training
data is biased.

5.5 Impact of the Underlying Synthesizer

We now evaluate the impact of the underlying synthesizer on the
performance of ProMBA. We compare the performance of three
variants of ProMBA, each using a different synthesizer: w/SimbaS,
w/Duet, andw/EUSolverwhich use SimbaS,Duet [26], andEUSolver
[4] as the underlying synthesizer, respectively. For synthesizing
bit-vector expressions, SimbaS is the fastest, followed by Duet and
EUSolver in terms of synthesis time [26, 34].

We compare the performance of three variants on the 100 deob-
fuscation tasks used in Table 5 in Section 5.4. Table 6 summarizes
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Table 6: Result of the comparison between three variants

using different synthesizers.

w/SimbaS w/Duet w/EUSolver

Time (Avg.) 66.17 141.79 153.1
Size (Avg.) 8.34 10.38 10.69
Success Rate 91% 78% 76%
# of Rules (Avg.) 20.52 19.14 19.93
Size of Rules (Avg.) 18.05 17.99 11.15
# of Applications (Avg.) 95.9 83.34 79.22
Synthesis Time (Avg.) 52.06s 120.72s 136.92s

Table 7: Comparison of two variants of ProMBA with and

without the optimizations in Section 3.6.

w/Opt NoOpt

Time (Avg.) 100.36 192.43
Size (Avg.) 9.39 28.51
Success Rate 84.44% 58.14%

the results. The w/SimbaS variant significantly outperforms the
other two variants in all aspects. The time taken for synthesis by
the w/SimbaS variant is more than two times shorter than the other
two variants on average. The result shows that thew/SimbaS variant
learns larger rules and applies them more frequently than the other
two variants thanks to the best synthesis performance of SimbaS.

Summary of theResults. The performance of ProMBA is signif-
icantly affected by the performance of the underlying synthesizer.

5.6 Efficacy of the Optimizations

We now evaluate the effectiveness of the optimization techniques
described in Section 3.6. For this purpose, we compare the perfor-
mance of two variants of ProMBA over the entire benchmark set:
w/Opt with all optimizations and NoOpt without any optimizations.

Table 7 summarizes the results. The w/Opt variant significantly
outperforms the NoOpt variant in all aspects. When the optimiza-
tions are not applied, we can observe a 26% decrease in the success
rate, a three-fold increase in the average size of the deobfuscated
expressions, and a doubling of the average time taken for deobfus-
cation. We conclude that overall, the optimizations are significantly
effective in improving the performance of ProMBA.

Summary of the Results. The optimizations described in Sec-
tion 3.6 are essential for the effectiveness and efficiency of ProMBA.

6 DISCUSSION

We note the following opportunities for future improvements to
our technique.

First, starting with initial rules that are hard to be proven by the
SMT solver may address a potential attack on our approach. An

adversary (e.g., a developer of an obfuscation tool) may subvert our
approach by utilizing rules that are correct but challenging to be
proven by SMT solvers. In ourmethod, an SMT solver is employed to
determine the equivalence between a solution candidate proposed
by the synthesizer and the original obfuscated expression. However,
SMT solvers may struggle to prove equivalence between two expres-
sions if anyone involves certain complex (non-)polynomial MBAs
or a large number of variables. For instance, Z3 is unable to prove
the equivalence between (𝑥 ∧𝑦) × (𝑥 ∨𝑦) + (𝑥 ∧ (¬𝑦)) × ((¬𝑥) ∧𝑦)
and 𝑥 ×𝑦 within an hour. If the adversary uses such rules for obfus-
cation, our technique may not be able to deobfuscate the expression
due to the bottleneck of the SMT solver. To address this issue, we
can start with initial rules including ones that are hard to be proven
by the SMT solver.

Second, our technique can be improved if an underlying SyGuS
solver can determine the unrealizability of SyGuS problems in the
quantified bitvector domain (i.e., the absence of a solution in the
search space). Our SyGuS problems encode the search for a smaller
equivalent expression for a given expression. Because the existing
SyGuS solvers are not able to determine the unrealizability of SyGuS
problems in the quantified bitvector domain, they may spend a long
time searching for a solution that does not exist. Meanwhile, the
SyGuS solver may also spend a long time searching for a solution if
the solution is complex. Therefore, users may be uncertain whether
the cause of SyGuS solver’s hang-ups is the complexity of the
solution, or the unrealizability of the problem. If the SyGuS solver
can efficiently determine the unrealizability of the problem, it will
be able to quickly give up on the unrealizable problems and focus
on the realizable ones, thereby improving the overall performance.

7 RELATEDWORK

In this section, we discuss related work on term rewriting, program
synthesis, and MBA deobfuscation.

Term Rewriting. Term rewriting has been broadly used in pro-
gram transformation. Typical term rewriting systems depend on
a set of rewrite rules manually designed by domain experts. The
major drawback of this approach is that it is difficult to design
a set of rewrite rules that can cover all possible transformations.
This is also the case for MBA deobfuscation. SSPAM [18], a term
rewriting-based MBA deobfuscation tool, uses a set of rewrite rules
that are manually designed from various sources. Because of the
incompleteness of the rewrite rules, SSPAM often fails to deobfus-
cate MBA expressions obfuscated by state-of-the-art obfuscators
as shown in previous work [29, 39, 41]. To overcome this limita-
tion, we propose a novel approach that automatically learns rewrite
rules on the fly and applies them to deobfuscate MBA expressions.
Similar to our approach, program synthesis has been used to learn
rewrite rules for program optimization [6, 13, 24, 25, 37]. The major
difference between our approach and the previous synthesis-based
program optimization approaches is that we learn rewrite rules on
the fly while those approaches learn them offline. As shown in our
evaluation, our approach is more effective than the offline learning-
based approach because MBA obfuscators often use a large number
of rewrite rules all of which cannot be learned offline.
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Program Synthesis. Over the the last decade, thanks to the stan-
dard SyGuS format [3] and the development of efficient solvers [7,
26, 42], program synthesis has been widely used in various ap-
plications. Deobfuscation of MBA expressions is also one of the
appealing applications of program synthesis. Syntia [10] and Xyn-
tia [31] use the Monte Carlo Tree Search (MCTS) algorithm and
QSynth [16] uses an enumerative search strategy for deobfuscating
MBA expressions. However, these approaches do not guarantee
the correctness of deobfuscation results by synthesizing deobfus-
cated programs from a limited set of input-output examples. Our
approach guarantees the correctness of deobfuscation results by
synthesizing programs semantically equivalent to the given MBA
expressions. In addition, our approach can leverage the state-of-the-
art general-purpose program synthesis techniques by formulating
the MBA deobfuscation problem as a SyGuS problem.

MBA Deobfuscation. As mentioned in Section 1, the previous
approaches for MBA deobfuscation suffer from their own limita-
tions. Arybo [22] transforms MBA expressions into bit-level ex-
pressions with only XOR and AND operators and then tries to
simplify the bit-level expressions. However, this approach leads to
a huge blowup in the size of the bit-level expressions, which makes
it difficult to deobfuscate large MBA expressions. Neureduce [19]
trains a neural network to deobfuscate MBA expressions. Given
the vast number of possible MBA obfuscation rules, it is difficult to
train a neural network that can cover all possible obfuscation rules.
Also, the approach cannot guarantee the correctness of deobfusca-
tion results. This is also the case for the previous synthesis-based
approaches [10, 16, 31]. Algebraic simplification-based MBA deob-
fuscation techniques targeting linear MBA expressions have been
proposed [29, 34]. These approaches are based on the algebraic
property that if two linear MBA expressions are semantically equiv-
alent for 𝑛-bit (𝑛 ∈ N) input variables, they are also semantically
equivalent for 1-bit input variables and vice versa. Given a linear
MBA expression, they obtain a complete set of input-output behav-
iors of the expression by enumerating all possible combinations
of zeros and ones for all 1-bit input variables and evaluating the
expression for each combination. Then, a simpler equivalent expres-
sion from the obtained input-output examples is constructed. These
approaches are quite effective for linear MBA expressions, and our
method also leverages them for linear MBA expressions. However,
they are not applicable to a broader class of MBA expressions.

Recently,Gamba, a more advanced algebraic simplification-based
MBA deobfuscation tool has been proposed [35].Gamba extends its
predecessor SimbaD by introducing various hand-crafted algebraic
simplification rules to deobfuscate non-linear MBA expressions.
Although Gamba is efficient and effective, it is still limited to a
restricted category of MBA expressions where the supported op-
erators are limited to the logical operators ∧, ∨, ¬, and ⊕ and the
arithmetic operators +, −, × (and the left shift operator in a limited
way). On the other hand, our approach can deobfuscate a much
broader class of MBA expressions, handling all operators in the the-
ory of fixed-width bit-vectors. In addition, relying on hand-crafted
rules in Gamba makes it difficult to extend the tool to support a
broader class of MBA expressions. As an example, an MBA expres-
sion ((2×𝑎) − (𝑎 ∧ 𝑡)) − ((𝑎 − 𝑡) ∧ (𝑎 ∨ 𝑡)) cannot be deobfuscated

by Gamba because it is beyond the scope of its simplifcation rules.
On the contrary, our approach can deobfuscate it to (𝑎− 𝑡) ∨ (𝑎∨ 𝑡)
thanks to the general-purpose program synthesis techniques.

8 CONCLUSION

In this paper, we presented a novel and versatile method for MBA
deobfuscation called ProMBA, which overcomes the limitations
of existing techniques by synergistically combining program syn-
thesis, term rewriting, and algebraic simplification methods. Our
method first simplifies linear MBA sub-expressions using an off-
the-shelf deobfuscator, then recursively simplifies non-linear sub-
expressions by synthesizing simpler sub-expressions and applying
the resulting rewrite rules to other sub-expressions, until no fur-
ther simplification is possible. We demonstrated the effectiveness
of the approach on a large number of deobfuscation problems from
various sources. The experimental results show that our method
outperforms existing the state-of-the-art deobfuscation method.
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